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Garment industrial sector is one of the most important business sectors in the world. It presents the 

lifeblood for many countries’ economy. The demanding of garment merchandise in accretion year over 

year. There are many key factors affecting the performance of this sector including the employees’ 

productivity. This research proposes a hybrid approach which aims to predict the productivity 

performance of garment employees by combining different classification algorithms including J48, 

random forest (RF), Radial Base Function network (RBF), Multilayer Perceptron (MLP), Naïve bayes 

(NB) and Support vector machine (SVM) with ensemble learning algorithms (Adaboost and bagging) on 

garment employees’ productivity dataset. This work monitors three major evaluation metrics namely, 

accuracy, Mean Absolute Error (MAE) and Root Mean Square Error (RMSE). The results show that RF 

outperforms the other standard algorithms with accuracy of 0.983 and RSME of 0.1423. Applying Bagging 

and Adaboost with all standard classification algorithms on the dataset succeed in enhancing almost all 

classifiers’ performance. Adaboost and bagging algorithms has been applied with all classification 

algorithms using different number of iterations starting from 1-100. The best result is achieved by applying 

Adaboost ensemble algorithm with J48 algorithm on its 20th iteration with an outstanding accuracy of 

0.9916 and RSME of 0.0908. 

Povzetek: Narejena je analiza produktivnosti v oblačilni industriji z ansamblom metod J48, RF, RBF, 

MLP, NB in SVM z algoritmoma Adaboost and Bagging. 

1 Introduction  
Machine learning (ML) is a branch of artificial intelligence 

that helps the computer to predict outcomes automatically 

by learning instantly from training data and previous 

experiences without any explicit programming. The idea 

of ML is trying to imitate the human’s brain ability to solve 

problems and analyze it according to previous experiences. 

Thus, ML techniques are about using different algorithms 

on data to extract certain patterns that enhance decision-

making process. There are various types of machine 

learning such as supervised learning, unsupervised 

learning, semi supervised learning and reinforcement 

learning, Zhang 2010 [1]. Each type of ML algorithm is 

used for solving specific kind of problems; some 

algorithms can be used for classification, other for 

regression while some are used for clustering. Choosing 

the suitable algorithm depends on the problem type and  

many other factors such as parametrization, time of 

learning, time of predicting, over fitting tendency and 

memory size, Mahesh 2019 [2]. All ML algorithms are 

useful techniques which assist people in various areas, 

such as data mining, image processing, and prediction 

analysis, Mona M. Jamjoom and 2021 [3].  

ML algorithms could be used to solve different types 

of problems in various sectors depending on the type of 

algorithm. For instance, when the problem under study 

needs a prediction and analysis approach the suitable ML 

algorithm is the classification algorithms which help to 

predict the problem according to a given parameters. 

Classification algorithms are used in different domains 

such as medical sector, business sector, image recognition 

and many others. ML algorithms succeed in medical 

diagnosis specially when it is used for designing computer 

aided diagnosis (CADX) system which is a part of breast 

cancer detection on mammograms, Ozcift and Gulten 2011 

[4]. Food image recognition system has been designed 

using ML algorithms for recording people’s eating habits 

Taichi and Keiji 2009 [5]. Machine learning has been used 

also in finance sector like internet loan fraud prediction 

Fang et al. 2021 [6].  

Ensemble learning (EL) is a machine learning 

mechanism that merges several base models in order to 

produce one optimal predictive model. EL has been used 

for increasing accuracy and consolidating the 

classification performance  

Feng, Huang, and Ren 2018 [7]. In addition, ensemble 

learning algorithms contributed to the prediction in many 

sectors. Bagging and Boosting significantly improve 

predicting churn when applied on customer database of 

U.S wireless telecom company Lemmens and Croux 2006 

[8]. 

Garment industry is a huge industry which employs 

millions of people and profits billions of dollars every 

year. The strength of garment economy makes the 

economic countries such as Bangladesh, India, China, and 
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many countries focus on developing garment industrial 

sector Hearle 2016 [9]. Predicting risks and earning high 

profit, are the main goals of any industry. However, there 

are many types of risks affect the process in the garment 

industry sector. One of these risks is the description risk, 

which found to be the most critical risk type and can affect 

all other risks in the industry Chowdhury et al. 2019 [10]. 

According to many research, there are many key 

factors that affect the employees’ productivity. Some of 

these factors include employee training, employee 

empowerment, and teamwork skillsHanaysha 2016 [11; 

Harfoushi and Obiedat 2011 [12]. In addition, the internal 

system in the manufactory has an effect on the productivity 

of employees. The effects include linking rewards to 

performance and initializing comfortable environment 

Evans and Davis 2015 [13; Harfoushi, Obiedat, and 

Khasawneh 2010 [14]. There are other key factors that 

have been found in previous research which studied a 

Bangladesh manufactory. It has been summarized into 

nine main key factors that are; working hours, wages and 

benefits, holidays, discrimination, harassment and abuse, 

workplace conditions, forced labor, welfare and 

employment relations Alam, Alias, and Azim 2018 [15]. 

Improving employees’ productivity is one of the main 

goals of many manufactories especially those looking for 

stability and high standards productivity. Thus, the 

garment industries are one of the industrial sectors which 

are trying to find the easiest and fastest way to predict the 

productivity of employees in order to improve their 

performance.  

2 Related work  
This section discusses the main studies which focused on 

the usage of Machine Learning (ML) algorithms and 

ensemble learning algorithms in various sectors prediction 

issues. 

Ensemble learning algorithms such as decision tree, 

adaBoost, Naïve Bayes, Random Forest and SVM were 

applied by study Bhatia, Arora, and Tomar 2016 [16] for 

presence of diabetic retinopathy, the results proved that the 

model could help in detecting symptoms earlier.  

Outperformed results were found in a study conducted 

by Kruppa et al. 2013 [17] for credit risk prediction using 

framework of machine learning algorithms such as random 

forests (RF), k-nearest neighbors (KNN) and bagged k-

nearest neighbors (BKN). Furthermore, a study by Balla, 

Rahayu, and Purnama 2021 [18] proved a promising result 

in predicting employee’s productivity which is one of the 

most substantial factors in any organization. The study 

applied three classification algorithms namely, Neural 

Network (NN), Random Forest (RF) and Regressi Linier 

(RL). Random forest showed minimal values of 

correlation coefficient, MAE, and RMSE, which reflect 

that RF is very appropriate in predicting employee’s 

productivity.  

Decision tree classification algorithms utilized by 

Attygalle and Abhayawardana 2021 [19] for investigating 

and visualizing employee productivity and any other social 

phenomenon with evidence. Moreover, decision tree 

methods and data mining tools employed by Ďurica, 

Frnda, and Svabova 2019 [20] to build a model for 

predicting financial difficulties of polish companies. The 

results presented prediction power around 98% and more.  

In addition, Mahoto et al. 2021 [21] had used three 

machine learning algorithms (Multiclass Random Forest, 

Multiclass Logistic Regression, Multiclass one-vs-all) in 

order to help business workers to set product pricing and 

discounts depending on customer behavior, the model 

showed outstanding results in product price prediction. On 

the other hand, prediction model has been built by study 

Sorostinean, Gellert, and Pirvu 2021 [22] using decision 

tree methods and data mining tools for investigating the 

effect of decision tree methods and ensemble learning for 

improving performance prediction in assembly assistance 

system. The results demonstrated that the gradient boosted 

decision trees was the best through all the decision tree-

based methods.  

Some studies evaluated worker ‘s performance of 

textile company by using ML and ensemble learning 

algorithm, such as study as Saad 2020. [23] which applied 

different Machine learning algorithms including, decision 

tree and bagging algorithm to achieve the highest 

accuracy. The CHAID model produced high-level 

specificity and sensitivity.  

Four different ML algorithms including, support 

vector machine, optimized support vector machine (using 

genetic algorithm), random forest, XGBoost and Deep 

Learning were used by El Hassani, El Mazgualdi, and 

Masrour 2019 [24] for predicting the overall equipment 

effectiveness (OEE) which is a performance measurement 

of manufacturing industry. Deep learning and random 

forest with cross validation manifest the best results for 

predicting OEE. Additionally, an approach built in study 

De Lucia, Pazienza, and Bartlett 2020 [25] of ML and 

logistic regression used for financial performance 

prediction by focusing on predicting the accuracy of main 

financial indicators such as Return of Equity (ROE) and 

Return of Assets (ROA). The ML algorithms were 

performed perfectly for predicting ROE and ROA.  

All studies and research work mentioned above 

focused on combining two or more classifiers and how this 

integration of different techniques and algorithms can help 

in prediction. This research focuses on combining 

classification algorithms with bagging and Adaboost. In 

addition, the iterations from 1 to 100 are recorded to study 

how these combinations influence the accuracy, RMSE, 

and MAE values of predicting employees’ productivity.  

Detailed comparisons between our study and the studies 

mentioned above shown in Table 1. 

3 Classification algorithms  

3.1 Decision tree 

A decision tree (DT) is a popular classification technique. 

DT aims to build a model that predict the value of target 

variable. It represents the decision and the possible 

outcomes by building a flow chart structure with nodes, 

and leaves. The node without incoming edges is called 

root, but the node with outgoing edge is called internal or 
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tested node, while the other nodes are called decision 

nodes. Decision tree chooses the best node by calculating 

the uncertainty of an attribute which called information 

gain for each node. The node with the highest gain is 

chosen as rooted node and the rest nodes are used again for 

information gain calculation. The algorithm goes through 

all the possible nodes to calculate the value of attribute x 

and the cut-off value Ihya et al. 2019 [26]. The decision 

tree flow chart shown in Figure 1.  

The J48 is an execution of the C4.5 decision tree 

algorithm. J48 creates the decision tree by classifying new 

instances from the attribute values of training dataset. The 

time it comes through the training set, it admits the 

attributes which are responsible for classifying the various 

instances most accurately. All the  

possible feature’s values with ambiguity equal zero 

are assigned to the concern branch by terminating it Uma 

Mahesh et al. 2021 [27]. 

3.2 Random Forest 

Random forest classification depends on creating number 

of trees based on the binary recursive partitioning trees by 

generating random variables. The tree consists of two 

types of nodes; the root node that involves the entire 

predictor area, and the terminal node that represents the 

last part of the predictor area. The splitting criteria depends 

on the value of predictor variable. When the predictor 

variable is smaller than the split, the point goes to the left 

and the rest go to the right El Hassani, El Mazgualdi, and 

Masrour 2019 [24]. Below equation represents the 

classifier where ⊖ 𝑖 represents the number of independent 

vectors distributed identically so that every tree has a vote 

for most popular class of input X, De Lucia, Pazienza, and 

Bartlett 2020 [25]. 

𝑆𝑝𝑎𝑐𝑒 =  ℎ ( 𝑋,⊖  𝑖);    𝑖 =  1, 2, 3, . , 𝑛𝑇           (1) 

3.3 Naïve bayes  

Nave bayes is a probabilistic classifier which simplifies 

learning by defining the features as independent given 

class. Each class describes by feature vector. Despite of the 

simplicity of Naive Bayesian classifier, it is doing well, 

and it used very often because it outperformed more 

complicated classification methods. Bayes theorem work 

on calculating the posterior probability, 𝑃 𝑃(𝑐|𝑥), from 

𝑃(𝑐), 𝑃(𝑥), 𝑎𝑛𝑑 𝑃(𝑥|𝑐), the equation below shows the 

simple form of Bayes theorem, where 𝑋 =  (𝑋1, … 𝑋𝑛) is 

a value of predictor, and 𝐶 is a class Narayanan, Arora, and 

Bhatia 2013 [28]. 

𝑃(𝑋|𝐶)  =  𝑃 (𝐶|𝑋)  ∗  𝑃(𝑋) / 𝑃 (𝐶)          (2) 

3.4 Multilayer perceptron  

Multilayer perceptron (MLP) classifier is a feedforward 

neural network. MLP structure consists of three layers: 

input, hidden and output layer. The minimum number of 

layers is 3 layers as shown in Figure 2 which consists of 

input layer, hidden layer, and output layer.  

The input layer handout the input to the next layers. 

Thresholds and weights should be calculated for each 

hidden node and output node. Input nodes and output 

nodes has linear activation functions, but the hidden  

nodes has nonlinear activation functions which are 

called sigmoid function Nazzal, El-Emary, and Najim 

2008 [29]. Each signal passes among a node in a sequence 

layer that has the original input multiplied by weights with 

thresholds added then it passes among activation function. 

 

Table 1: Related work comparison. 

 

Figure 1: Decision tree flowchart. 

 

Figure 2: Three-layer multilayer perceptron neural 

network. 
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Figure 2: Three-layer multilayer perceptron 

neural network. 
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The input to the 𝑗𝑡ℎ hidden unit, 𝑛𝑒𝑡𝑝(𝑗), is expressed 

in equation (3). The N input units are represented by the 

index 𝐾, 𝑊ℎ𝑖 (𝐽, 𝐾) denotes the weight connecting the Kth 

input unit to the Jth hidden unit Delashmit and Manry 2005 

[30]. 

𝑛𝑒𝑡𝑝(𝑗) =  ∑ 𝑤ℎ𝑖  (𝑗, 𝑘). 𝑥𝑝(𝑘)𝑁+1
𝑘=1      1 ≤ 𝑗 ≤ 𝑁ℎ    (3) 

The output activation for the Pth training pattern, Op(j), 

being expressed by equation (4) 

𝑂𝑝(𝑗) = 𝑓(𝑛𝑒𝑡𝑝(𝑗))                             (4) 

The nonlinear activation is typically chosen to be the 

sigmoidal function 

f(𝑛𝑒𝑡𝑝(j)) =
1

1+𝑒−𝑛𝑒𝑡 𝑝(𝑗)                       (5) 

3.5 Radial Base Function  

Radial Base Function classifier or (RBF) is a feed forward 

network algorithm that has minimum 3 layers which are 

input layer, hidden layer, and output layer. In RBF the 

hidden layer weights are absent, also the activation 

function/sigmoid function is not used to calculate the 

hidden-units’ outputs, rather than each output Zj   is acquire 

the input X to an n-dimensional parameter vector µj 

associated with the jth hidden unitLeung, Lo, and Wang 

2001 [31].  

The equation below shows the response of 

characteristics of jth hidden unit, (j= 1,2, …. J). 

𝑍𝑗 = 𝑘 [
||𝑋−𝜇𝑗||

𝜎𝑗
2 ]                 (6) 

3.6 Support vector machine 

Support vector machine (SVM) is a supervised learning 

algorithm that depends on implicitly mapping the sample 

vectors into a high dimensional, nonlinear feature space 

which is called kernel trick. The samples separate into a 

kernel using a similarity function called the optimal 

separating hyperplane (OSH). It minimizes the risk of 

misclassifying and maximizes the distance between two 

parallel plans. Each training data labeled as data points of 

the following form Cao 2019 [32]: 

𝑀 =  {(𝑥1, 𝑦1), (𝑥2, 𝑦2), … . . , (𝑥𝑛 , 𝑦𝑛)}                (7) 

Where 𝑦 = 1/−1, is a constant that refers to the class 

to which that point belongs, n=number of data sample, and  

𝑥𝑛  is a p-dimensional real vector. 

SVM classifier works first on mapping the input 

vectors to decision value then executes the classification 

using proper threshold value. 

4 Ensemble learning algorithms 
Ensemble methods aim to enhance the predictive 

performance for a given classification algorithms. Bagging 

and Adaboost present the two most popular ensemble 

algorithms. 

4.1 Bagging  

Bootstrap Aggregating-Bagging algorithm is a 

homogeneous weak learner that generates sampling 

instances from the training set to produce an aggregated 

predictor which is acquired using majority voting rule. 

Bagging works very well for overfit models, because it 

works on decreasing the variance mean squared error 

(MSE) for a given operation such as decision trees or 

another algorithm by choosing a variable and arranging 

them into linear model. The dataset is signified by 

𝐿𝑖=(𝑌𝑖 , 𝑋𝑖)(𝑖 = 1, … … , 𝑛)  Xi  is p-dimensional 

explanatory variable for ith instant and Yi is the real valued 

response Yaman and Subasi 2019 [33]. The Pseudocode of 

Bagging is shown in Figure 3. 

4.2 Adaboost  

Boosting is referred to Adaptive Boosting, it is a 

homogenous learner who produces a series of classifiers 

aiming to improve the accuracy of the classifier. 

Depending on each classifier performance, the training set 

will be chosen. The incorrectly classified sample will be 

selected more often than the correctly classified samples. 

Consequently, a new classifier produced by boosting 

algorithm which performs well on new dataset. Using the 

weighted majority vote, boosting will influence the 

classifier.  Training sets prepared as 
(𝑥1, 𝑦1), … . (𝑥𝑛, 𝑦𝑛). 𝑥𝑖 ∈ 𝑋, while X symbolize instance 

space, and training set members are labeled with 𝑦𝑖 ∈ 𝑦 =
{−1, +1}. All weights given to training set equal 1/m 

Bühlmann 2012 [34] . Adaboost calling weak learning 

algorithm repeatedly according to T which presents the 

 

 

 

Figure 3: Bagging pseudocode. 
 

Figure 4: Adaboost pseudocode. 
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times of iterations. The Pseudocode of Adaboost is shown 

in Figure 4. 

5 Methodology 
This section describes in detail the research process of the 

proposed work and the used datasets (Garment employee 

productivity), each of which will be discussed in detail in 

the following subsections. 

5.1 Research process  

This research follows a four main stages methodology 

framework. First, it applies six classification algorithms 

namely, J48, Multilayer Perceptron, Random Forest, 

Radial base Function, naïve bayes and Support vector 

machine. After that, it uses Bagging algorithm with every 

classification algorithm. Followed by applying Adaboost 

ensemble algorithm with every classification algorithm as 

well. All results are calculated using 10 folds cross-

validation and fixed parameters of every classification 

algorithm. 

Finally, the results are evaluated using the accuracy, 

MAE and RMSE measurements. Figure 5 below presents 

the main stages.  

5.2 Dataset 

This research used Garment employee productivity 

dataset. Garment employee productivity dataset contains 

1197 instances divided into two classes: 747 “good” and 

450” bad”.  

The data was collected and prepared by Imran, Rahim, 

and Ahmed 2021 [35]. The original Garment employee 

productivity contains 15 attributes between integer and 

real type as shown in Table 2. 

5.3 Evaluation and measurements 

Evaluation metrics are various measurements that provide 

a complete image about machine learning prediction 

performance. This study used three measurements namely, 

Accuracy, MAE, and RMSE. 

Accuracy  

Accuracy is a measurement which gives an indication 

about machine learning prediction if it works effectively 

or not. 

Accuracy =  
Number of correct predictions 

Total number of predictions 
             (8) 

It also could be calculated by positive and negative 

predictions as the following equation: 

Accuracy =
TP+TN

TP+TN+FP+FN
      (9) 

Where TP= True Positives, TN= True Negative, FP = 

False Positive, FN = False Negative. 

Mean Absolute Error Value 

MAE is the absolute value of the individual prediction 

error, while the prediction error is the predicted error 

subtracted from the actual error of the instance. The 

calculations of MAE shown in equation (10) Vujović [36]. 

𝑀𝐴𝐸 =  
1

𝑛
∑ |𝑝𝑖𝑗 − ∑ |𝑝𝑖𝑗 − 𝑇𝑗|

𝑛

𝑗=1
|        (10)    

𝑛

𝑗=1

 

No. Attribute 
Description 

1 date Date in MM-DD-YYYY 

2 day 
Day of the Week 

3 quarter 

A portion of the month. A 

month was divided into four 

quarters 

4 department 
Associated department with 

the instance 

5 team_no 
Associated team number 

with the instance 

6 no_of_workers 
Number of workers in each 

team 

7 no_of_style_change 
Number of changes in the 

style of a particular product 

8 targeted_productivity 

Targeted productivity set by 

the Authority for each team 

for each day. 

9 smv 
Standard Minute Value, it is 

the allocated time for a task 

10 wip 

Work in progress. Includes 

the number of unfinished 

items for products 

11 over_time 

Represents the amount of 

overtime by each team in 

minutes 

12 incentive 

Represents the amount of 

financial incentive (in BDT) 

that enables or motivates a 

particular course of action 

13 idle_time 

The amount of time when 

the production was 

interrupted due to several 

reasons 

14 idle_men 

The number of workers who 

were idle due to production 

interruption 

15 actual_productivity 

The actual % of productivity 

that was delivered by the 

workers. It ranges from 0-1. 

Table 2: Attributes information. 

 

Figure 5: Process model. 

 

Figure 5: Process model. 
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Where 𝑃(𝑖𝑗) is the predicted value by the individual 

model i of record j, Tj is the target value of record j. 

Root Mean Square Error 

RMSE is called also standard error (SE), is an error 

which gives a full picture of  error distribution Chai and 

Draxler 2014 [37], the equation of RMSE as shown below   

𝑅𝑀𝑆𝐸 =  √
∑ 𝑃𝑖𝑗

2𝑛
𝑗=1

𝑛
            (11) 

5.4 Experiments and results  

This research concentrated on achieving the highest 

accuracy with minimal values of MAE and RMSE for 

predicting employees’ productivity. Firstly, all 

classification algorithms have been applied on Garment 

employee productivity dataset and the accuracy, MAE and 

RSME values have been recorded as shown in Table 3. The 

results show that all the classification algorithms have 

achieved a high accuracy exceeding 80%. The highest 

accuracy was 0.983 using RF classification while the J48 

has achieved the lowest MAE and RSME with 0.0259, 

0.1241 respectively. Bagging and Adaboost have been 

applied with all classification algorithms on the dataset. 

Both ensemble algorithms succeed in enhancing almost all 

classifiers’ performance, but Adaboost has outperformed 

Bagging algorithms, the results presented in Table 4 & 5. 

In order to gain higher accuracy and lower MAE and 

RMSE values; Adaboost and bagging algorithms has been 

applied with all classification algorithms using different 

number of iterations starting from 1-100. When Adaboost 

was combined with classification algorithms using 

different numbers of iterations the results of MLP, NB, and 

RF didn’t show any changes. However, the other 

classification algorithms including J48, RBF and SVM 

shows variation in their performance. J48 achieves 

outstanding results on 20 iterations, with accuracy of 

0.9916 and a low MAE and RSME of 0.0083 and 0.0908 

respectively, the results shown in Table 6. Additionally, 

the results of RBF and SVM have been improved. Bagging 

with classification algorithms have been applied using 

different number of iterations as well. The results prove 

that J48 and MLP has achieved an outstanding result on 

the 90 iterations, while RF on first iteration, NB on 10 

iterations, but SVM and RBF on 20 iterations, bagging 

with classification algorithms using different number on 

iterations are displayed in Table 7. Figures 6 and 7 show a 

summary and visualized representation of the MAE results 

of Bagging and Boosting using different numbers of 

iterations.  

6 Comparison and discussion 
This study focuses on finding the best approach for 

predicting employees’ productivity. After reviewing all 

previous work and their results shown in Table 1, it can be 

noticed that only one study used the same garment 

employee productivity dataset [18]. Study [18] had 

followed a typical ML approach as it applied standard ML 

algorithms (Neural Network (NN), Random Forest (RF) 

and Regressi Linier (RL)) without any ensemble 

algorithms or following any other hybrid approach that can 

help in improving their results. On the other hand, other 

studies such as [16, 22] used the ML algorithm with 

ensemble algorithms, but the results showed higher values 

of MAE or lower accuracy. Moreover, only one study done 

by [23] combined the ensemble algorithm (Bagging) with 

four different decision tree algorithms to predict the 

worker performance of Libyan Textile Company. The 

accuracy result was very close to our study results, which 

is 99.1%. However, study [23] used a different dataset that 

Algorithm J48 RF MLP RBF NB SVM 

Accuracy 0.950 0.983 0.981 0.834 0.855 0.936 

MAE 0.0259 0.0972 0.151 0.1345 0.2758 0.0643 

RMSE 0.1241 0.1423 0.210 0.1737 0.3371 0.2536 

Table 3: Classification algorithms. 

Bagging  

Algorithm J48 RF MLP RBF NB SVM 

Accuracy 0.983 0.983 0.986 0.877 0.861 0.877 

MAE 0.0271 0.1229 0.0392 0.2124 0.2758 0.0689 

RMSE 0.116 0.1664 0.113 0.3033 0.3371 0.2289 

Table 4: Bagging with classification algorithms. 

Boosting 

Algorithm J48 RF MLP RBF NB SVM 

Accuracy 0.991 0.986 0.981 0.873 0.855 0.960 

MAE 0.01 0.1051 0.0216 0.1478 0.1795 0.045 

RMSE 0.097 0.1528 0.1394 0.301 0.3377 0.179 

Table 5: Boosting with classification algorithms. 



A Combined Approach for Predicting Employees’ ... Informatica 46 (2022) 49–58 55 

contains 12 attributes and only 121 instants, it presents 

only a small dataset comparing to the garment employee 

productivity dataset utilized by this study (15 attributes 

with 1197 instances). Furthermore, study [23] focused 

only on applying decision tree algorithms with ensemble 

algorithms, while our study applied six different ML 

algorithms including J48, RF, MLP, RBF and SVM 

combined with Bagging and Boosting ensembles. 

Additionally, by comparing our work with the rest of 

studies mentioned in the related work, to the best of our 

best knowledge, no one had followed the same approach 

in this field by combining different ML algorithms with 

ensemble learning (Bagging and Adaboost) using various 

number of iterations. Also, this study highlighted that the 

number of iterations on some algorithms made a serious 

change on accuracy such as MLP while other algorithms 

don’t show any changes, which made an indicator that the 

number of iterations affect the results and made a great 

addition to our study.  

 Boosting 

Class-

ifier 

Num 

Iteration 1 10 20 30 40 50 60 70 80 90 100 

J48 

Accuracy 0.9825 0.9908 0.9916 0.9900 0.9916 0.9908 0.9900 0.9900 0.9900 0.9900 0.9900 

MAE 0.0259 0.0101 0.0083 0.0100 0.0090 0.0093 0.0100 0.0100 0.0100 0.0100 0.0100 

RMSE 0.1241 0.0970 0.0908 0.1001 0.0924 0.0959 0.1001 0.1001 0.1001 0.1001 0.1001 

MLP 

Accuracy 0.9808 0.9808 0.9808 0.9808 0.9808 0.9808 0.9808 0.9808 0.9808 0.9808 0.9808 

MAE 0.0256 0.0216 0.0216 0.0216 0.0216 0.0216 0.0216 0.0216 0.0216 0.0216 0.0216 

RMSE 0.1201 0.1394 0.1394 0.1394 0.1394 0.1394 0.1394 0.1394 0.1394 0.1394 0.1394 

Random 

forest 

Accuracy 0.9858 0.9858 0.9858 0.9858 0.9858 0.9858 0.9858 0.9858 0.9858 0.9858 0.9858 

MAE 0.1051 0.1051 0.1051 0.1051 0.1051 0.1051 0.1051 0.1051 0.1051 0.1051 0.1051 

RMSE 0.1528 0.1528 0.1528 0.1528 0.1528 0.1528 0.1528 0.1528 0.1528 0.1528 0.1528 

Naïve 

bayes 

Accuracy 0.8546 0.8546 0.8546 0.8546 0.8546 0.8546 0.8546 0.8546 0.8546 0.8546 0.8546 

MAE 0.2758 0.2758 0.2758 0.2758 0.2758 0.2758 0.2758 0.2758 0.2758 0.2758 0.2758 

RMSE 0.3371 0.3371 0.3371 0.3371 0.3371 0.3371 0.3371 0.3371 0.3371 0.3371 0.3371 

RBF 

Accuracy 0.8730 0.8780 0.8772 0.8772 0.8772 0.8772 0.8772 0.8772 0.8772 0.8772 0.8772 

MAE 0.2096 0.1478 0.1453 0.1452 0.1452 0.1452 0.1452 0.1452 0.1452 0.1452 0.1452 

RMSE 0.3302 0.3010 0.2984 0.2982 0.2982 0.2982 0.2982 0.2982 0.2982 0.2982 0.2982 

SVM 

Accuracy 0.9348 0.9599 0.9683 0.9708 0.9758 0.9741 0.9741 0.9724 0.9716 0.9724 0.9724 

MAE 0.0652 0.0446 0.0336 0.0301 0.0263 0.0268 0.0265 0.0272 0.0283 0.0272 0.0272 

RMSE 0.2553 0.1789 0.1569 0.1537 0.1460 0.1485 0.1499 0.1542 0.1573 0.1572 0.1572 

Table 6: Boosting with Classification algorithms using different number of iterations. 

Bagging 

Classifier num iterations 1 10 20 30 40 50 60 70 80 90 100 

J48 

Accuracy 0.9816 0.9833 0.9850 0.9858 0.9866 0.9866 0.9866 0.9866 0.9866 0.9875 0.9858 

MAE 0.0252 0.0271 0.0275 0.0274 0.0271 0.0272 0.0272 0.0273 0.0272 0.0272 0.0272 

RMSE 0.1301 0.1160 0.1135 0.1131 0.1119 0.1124 0.1122 0.1126 0.1123 0.1118 0.1117 

MLP 

Accuracy 0.9724 0.9858 0.9858 0.9883 0.9883 0.9875 0.9875 0.9866 0.9875 0.9891 0.9883 

MAE 0.0359 0.0392 0.0393 0.0393 0.0390 0.0389 0.0389 0.0393 0.0395 0.0395 0.0394 

RMSE 0.1485 0.1130 0.1115 0.1113 0.1109 0.1101 0.1101 0.1105 0.1103 0.1103 0.1100 

Random forest 

Accuracy 0.9841 0.9841 0.9841 0.9841 0.9841 0.9841 0.9841 0.9841 0.9841 0.9841 0.9841 

MAE 0.1216 0.1229 0.1230 0.1232 0.1230 0.1231 0.1233 0.1232 0.1232 0.1232 0.1232 

RMSE 0.1710 0.1664 0.1666 0.1667 0.1665 0.1665 0.1666 0.1665 0.1664 0.1664 0.1664 

Naïve bayes 

Accuracy 0.8446 0.8613 0.8613 0.8605 0.8580 0.8580 0.8563 0.8580 0.8580 0.8580 0.8571 

MAE 0.2756 0.2758 0.2768 0.2770 0.2771 0.2772 0.2772 0.2770 0.2770 0.2770 0.2770 

RMSE 0.3389 0.3371 0.3376 0.3376 0.3378 0.3379 0.3379 0.3378 0.3378 0.3378 0.3378 

RBF 

Accuracy 0.9791 0.9833 0.9841 0.9841 0.9841 0.9841 0.9841 0.9841 0.9841 0.9841 0.9841 

MAE 0.2115 0.2124 0.2132 0.2132 0.2132 0.2132 0.2138 0.2138 0.2138 0.2138 0.2138 

RMSE 0.3342 0.3033 0.3009 0.3009 0.3009 0.3009 0.3017 0.3017 0.3017 0.3017 0.3017 

SVM 

Accuracy 0.9348 0.8772 0.9365 0.9365 0.9365 0.7700 0.8000 0.8100 0.8100 0.7900 0.7800 

MAE 0.0652 0.0689 0.0695 0.0695 0.0695 0.0699 0.0701 0.0704 0.0707 0.0708 0.0709 

RMSE 0.2553 0.2289 0.2293 0.2283 0.2283 0.2289 0.2283 0.2287 0.2291 0.2294 0.2292 

Table 7: Bagging with Classification algorithms using different number of iterations. 
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7 Conclusion  
The employees’ productivity plays an essential role in the 

manufacturing sector. Thus, many studies highlight the 

employees’ productivity subject. This study focused on 

predicting garment employee productivity using different 

machine learning algorithms such as J48, RF, SVM, NB, 

and RBF with and without ensemble learning algorithms 

including, bagging and Adaboost. Our proposed approach 

succeeds in enhancing almost all classifiers’ performance. 

J48 was the superior comparing with all other applied 

algorithms. The best results were obtained by J48 

combined with Adaboost on 20th iterations with 0.9916 

accuracy, 0.0083 MAE and 0.0908 RSME. Consequently, 

J48 with Adaboost algorithm found to be the best for 

garment employee productivity prediction. 
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