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In the process of translation, semantic barriers have attracted extensive attention from researchers. 

Taking the translation between Chinese and English as an example, this paper used intelligent algorithms 

to recognize the semantic role of English, introduced the semantic role labeling, designed a semantic role 

encoder, integrated the encoder with the transformer model, and tested the translation performance of the 

system. The experimental results showed that the BLEU-4 score of the combined system was significantly 

higher than the baseline system and the traditional transformer system. The average BLEU-4 values of 

the three systems were 35.02, 35.78, and 36.9, respectively, and the score of the combined system was the 

highest. The specific analysis of several examples also found that the translation results of the combined 

system were more reliable. The experimental results verify the effectiveness of the combined system in 

machine translation and the importance of semantic recognition in translation. 

Povzetek: Pri prevajanju med angleščino in kitajščino pomaga inteligentni semantični algoritem. 

 

1 Introduction 
Machine translation refers to translating one natural 

language into another through machine tools. With the 

development of technology, machine translation is also 

improving, which has made a great contribution to the 

communication of social culture and information, and 

more and more methods have been applied in machine 

translation. Sennrich et al. [1] encoded rare and unknown 

words into subword unit sequences, i.e., translate various 

categories of words by units smaller than words. Through 

the comparison on WMT 15 translation tasks, they found 

that subword models improved over a back-off dictionary 

baseline for the WMT 15 translation tasks English-

German and English-Russian by 0.8 and 1.5 BLEU, 

respectively. Aiming at the problem of disambiguation in 

translation, Choi et al. [2] designed a method of 

contextualizing the word embedding vectors using a 

nonlinear bag-of-words representation of the source 

sentence and proposed to represent special tokens with 

using typed symbols. Experiments showed that the 

method could significantly improve the quality of 

translation. For neural machine translation, Luong et al. 

[3] trained a neural machine translation (NMT) system on 

data that was augmented by the output of a word alignment 

algorithm, allowing the NMT system to output, for each 

OOV word in the target sentence, its corresponding word 

in the source sentence. Experiments on WMT'14 English 

to French translation tasks showed that the method 

achieved an improvement of 2.8 BLEU. Lee et al. [4] 

mapped the source character sequence to the target 

character sequence without any segmentation. They 

adopted the character-level convolution network with 

maximum pooling on the encoder to improve the speed of 

model training. Through experiments, they found that the 

method had higher translation quality. Most of the current 

machine translations need to be adjusted manually to 

achieve high readability [5]. One of the major problems is 

the obstacle of semantic recognition in machine 

translation [6]. Almost all language behaviors of people 

are related to semantics. In translation activities, the size 

of the obstacles to semantic recognition depends on the 

translator’s mastery of the source language and the target 

language. The higher the mastery degree is, the smaller the 

obstacles to semantic recognition in the process of 

translation are. This is for manual translation. In machine 

translation, the machine will not be affected by emotion, 

language, etc. If the relevant knowledge input into the 

system is perfect enough and the learning mechanism is 

intelligent enough, the obstacles of semantic recognition 

will be smaller. Based on semantic recognition, this study 

analyzed the method of Chinese-English machine 

translation and carried out experiments on the designed 

system to understand the reliability of the system in 

translation and make some contributions to the better 

development of machine translation. 

2 Neural machine translation 

combined with semantic roles 

2.1 Semantic role labeling 

Machine translation, with the advantages of high speed 

and no need for manual work, has attracted extensive 

attention in translation work. Neural machine translation 

is the mainstream [7], but it can only learn from bilingual 

parallel corpus, ignoring linguistic knowledge, which 

leads to the poor quality of translation [8]. The natural 

language contains a lot of fuzziness, near meaning, and 

polysemy [9]. Therefore, semantic recognition is of great 
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value to NMT. In the current research, semantic 

annotation and recognition are of great help to 

disambiguation and role understanding [10]. Among 

them, semantic role annotation (SRL) [11] is an important 

content, which can realize shallow semantic analysis and 

identify the labels of argument, agent, patient, etc. in a 

sentence. SRL is helpful for the computer to better 

understand the true meaning of a sentence. An example is 

as follows. 

[Alice] Agent [met] Predicate [Bob] Patient in the 

[church] Location [yesterday] time [evening] time. 

In this sentence, [Alice] is the agent, [yesterday] and 

[evening] are the time, [church] is the location, [met] is the 

predicate, and [Bob] is the patient. 

In the translation method designed in this paper, the 

AllenNLP tool [12] is used to realize the SRL of the source 

corpus. According to the number of predicates in a 

sentence, the sentence is divided into the corresponding 

number of lines. Each line includes the predicate label and 

its corresponding semantic role label. The prefix “BIO” is 

used for further modification. “B -” means that the current 

word is the first word within the scope of the semantic 

role, “I -” means that the current word is a middle word or 

a tail word, and “O -” means that the current word does 

not belong to any semantic role. 

2.2 Transformer model combined with 

semantic role encoder 

The characteristic of NMT is that it has an encoder and a 

decoder. The encoder reads the source sequence and 

outputs the vector; then, the decoder generates the correct 

translation according to the source vector. The specific 

methods include convolution neural networks [13], deep 

neural networks [14], etc. The transformer model is one 

kind of NMT [15], which only uses the attention 

mechanism to encode and decode and comprises an 

attention mechanism and a feedforward neural network. In 

one operation of the attention mechanism, variables 

Query, Key, and Value, i.e., Q, K, and V, are involved, 

and the operation process is: 

Attention (Q, K, V) = softmax(
QKT

√dk
)V, 

where 𝑑𝑘 refers to the dimension of the model. 

In order to make up for the loss of the input sequence 

order, the transformer model introduces the concept of 

position-coding: 

PE(pos, 2i) = sin(pos/100002i/dmodel,  

PE(pos, 2i + 1) = cos(pos/100002i/dmodel,  

where pos refers to the position of the input word, i is a 

bit of the position vector, and 𝑑𝑚𝑜𝑑𝑒𝑙  is the dimension of 

the model. In the process of translation, the encoder learns 

different features through the attention module, and the 

decoder decodes the semantic vector. Through softmax 

operation, the target language words can be generated one 

by one. 

A semantic role encoder is used to combine semantic 

recognition with the transformer model. For a source 

sentence, X = [x1, x2, … , xn], there is a same semantic role 

label sequence: L = [l1, l2, … , ln] . The transformer 

encoder is composed of 𝑁𝑠  same layers. Every layer 

includes two sublayers. The calculation formula of the 

first sublayer is: 

𝐴𝑛 = 𝑀𝑢𝑙𝑡𝑖𝐻𝑒𝑎𝑑(𝑆𝑛−1, 𝑆𝑛−1, 𝑆𝑛−1), 

where 𝑆𝑛−1 refers to the output of the n-1-th layer of the 

encoder. After residual connection and layer 

regularization processing, there is: 

𝐵𝑛 = 𝐿𝑎𝑦𝑒𝑟𝑁𝑜𝑟𝑚(𝐴𝑛 + 𝑆𝑛−1). 

Then, the second sublayer is a bit-by-bit fully 

connected feedforward neural network, which is also 

processed by residual connection and layer regularization: 

Cn = FFN(Bn), 

Sn = LayerNorm(Bn + Cn). 

The encoder that fuses the semantic role has only one 

layer, and the calculation formula is: 

𝐴𝑆𝑅𝐿 = 𝑀𝑢𝑙𝑡𝑖𝐻𝑒𝑎𝑑(𝐿, 𝐿, 𝑆𝑁𝑠), 

where 𝐿 refers to the label sequence of the semantic role, 

SNS  is the final output of the source encoder, and ASRL 

refers to the final output of the semantic encoder. Finally, 

the two outputs are fused by the gating mechanism. The 

calculation formulas are: 

γ = σ(WNs
SNS + WSRLSSRL), 

𝑆𝑚𝑖𝑥 = 𝛾 ⊙ 𝑆𝑁𝑆 + (1 − 𝛾) ⊙ 𝑆𝑆𝑅𝐿, 

where WNS
 and WSRL  are the matrices of gating 

parameters, and Smix  is the mixture of the original 

sentence and the semantic role information as the input of 

the decoder. 

3 Experimental analysis 

3.1 Experimental data 

The Chinese-English bilingual corpus used in the 

experiment contains about four million parallel sentence 

pairs, which come from some subsets of the LDC corpus, 

including LDC2003E14, LDC2004E12, etc. The GIZA++ 

tool was used for word alignment, and then the grow-diag-

final-and heuristic method was used to obtain the 

information of word alignment. The development set of 

the experiment was the evaluation corpus of NIST2005 

(NIST05), and the test sets were the evaluation corpus of 

NIST2002, 2003, 2004, 2005, and 2008 (NIST02, 

NIST03, NIST04, NIST05, and NIST08). The hierarchical 

phrase translation system [16] was used as the baseline 

system and compared with the traditional transformer 

system and the transformer system combined with 

semantic role recognition. 

3.2 Evaluation index 

This paper used BLEU [17] to automatically evaluate the 

quality of machine translation. BLEU index was based on 

N-ary grammar. First, the maximum frequency of a word 

in different results was recorded; then, the frequency of 

each candidate word in translation was corrected. The 

calculation formula is: 

𝑃𝑛 =
∑ ∑ 𝑐𝑜𝑢𝑛𝑡𝑐𝑙𝑖𝑝(𝑁−𝑔𝑟𝑎𝑚)𝑁−𝑔𝑟𝑎𝑚∈𝑐𝑐∈{𝑐𝑎𝑛𝑑𝑖𝑑𝑎𝑡𝑒𝑠}

∑ ∑ 𝑐𝑜𝑢𝑛𝑡𝑐𝑙𝑖𝑝(𝑁−𝑔𝑟𝑎𝑚′)𝑁−𝑔𝑟𝑎𝑚∈𝑐′𝑐′∈{𝑐𝑎𝑛𝑑𝑖𝑑𝑎𝑡𝑒𝑠}
,  

where c  is the total length of the candidate translation 

sentence. It is assumed that the total length of the reference 

translation is r . There is also a length penalty term in 

BLEU: 
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BP = {
1, c > r

e1−
r

c, c ≤ r
. 

Finally, the calculation formula of BLEU is: 

BLEU = BP × exp(∑ wnlogpn
N
n=1 ), 

where N refers to the maximum order of N-ary grammar 

and 𝑤𝑛  is the weight coefficient. In the experiment, 

BLEU-4 was used for evaluation, i.e., N = 4, wn =
1

N
.  

3.3 Experimental results 

On different test sets, the BLEU-4 values of the two 

systems are shown in Figure 1. 

It was seen from Figure 1 that the transformer system 

performed better in translation than the baseline system, 

and the translation performance of the transformer system 

further improved after combining with semantic role 

recognition. On NIST 02, the BLEU-4 scores of the three 

systems were 37.2, 38.1, and 39.7, respectively, and the 

BLEU-4 value of the transformer system combined with 

semantic role recognition was 6.72 % higher than that of 

the baseline system and 4.20 % higher than that of the 

transformer system. On NIST 03, the BLEU-4 scores of 

the three systems were 36.6, 37.2, and 38.4, respectively, 

and the BLEU-4 value of the transformer system 

combined with semantic role recognition was 4.92 % 

higher than that of the baseline system and 3.23 % higher 

than that of the transformer system. On NIST 04, the 

BLEU-4 scores of the three systems were 38.1, 39.2, and 

40.1, respectively, and the BLEU-4 value of the 

transformer system combined with semantic role 

recognition was 5.25 % higher than that of the baseline 

system and 2.30 % higher than that of the transformer 

system. On NIST 05, the  BLEU-4 values of the three 

systems were 35.4, 36.1, and 37.2, respectively; the 

BLEU-4 value of the transformer system combined with 

semantic role recognition was 5.08% higher than that of 

the baseline system and 3.05% higher than that of the 

transformer system. On NIST08, the BLEU-4 values of 

the three systems were 27.8, 28.3, and 29.1, respectively; 

the BLEU-4 value of the transformer system combined 

with semantic role recognition was 4.68% higher than that 

of the baseline system and 2.83% higher than that of the 

transformer system. 

The average BLEU-4 values of the three systems were 

calculated, and they were 35.02, 35.7, and 36.9, 

respectively. It was found that the transformer system 

combined with semantic role recognition had the highest 

BLEU-4 value and the highest translation quality in the 

process of the English translation. Finally, the translation 

performance of the system was analyzed taking several 

sentences as the example. 

As shown in Table 1, due to semantic differences, 

there are some differences in translation results. In 

example 1, “charges” has multiple meanings, such as fee 

collection, fee, accusation, rushing, etc.; in the output of 

the first two systems, it was translated as “fee collection”, 

but in the transformer system combined with semantic role 

recognition, it was translated as “charge”. Combined with 

context and semantics, the translation of the transformer 

system combined with semantic role recognition was 

correct. In example 2, “memory” means something that is 

remembered, internal storage, etc.; in this sentence, it 

should mean “internal storage”. In the first two systems, it 

was wrongly translated as “something that is 

remembered” because the two systems did not recognize 

the semantics, which led to the wrong choice of candidate 

words. In example 3, “application” means application, 

complaint, use, application program, etc.; in this sentence, 

“application program” was correct. 

It was found from Figure 1 and Table 1 that the 

transformer system combined with semantic role 

recognition showed better performance in the process of  
Figure 1: Comparison of bLEU-4 values. 

System Sentence 

Original sentence Charges against four other 

men were found not 

proven. 

Baseline system 对四名其他男子的收费

没有被证明。 

Transformer system 对四名男子的收费被发

现没有证实。 

The transformed 

system combined with 

semantic role 

recognition 

对四名男子的指控被发

现没有被证实。 

Original sentence The data are stored in the 

computer’s memory. 

Baseline system 数据被存储在计算机的

记忆中。 

Transformer system 数据存储在计算机的记

忆中。 

The transformed 

system combined with 

semantic role 

recognition 

数据存储在计算机的内

存中。 

Original sentence After a full test, he 

submitted his application. 

Baseline system 经过全面测试后，他提

交了申请。 

Transformer system 经过全面测试，他提交

了他的申请。 

The transformed 

system combined with 

semantic role 

recognition 

经过全面测试，他提交

了他的应用程序。 

Table 1: Example sentence analysis. 
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translation and produced more accurate and reliable 

results. 

4 Conclusion 
For Chinese-English machine translation, this study 

designed a new system based on the encoder and 

transformer model, which combined semantic role 

recognition, and tested it. It was found that the designed 

system had better performance, the highest BLEU score, 

and more accurate translation results, compared with the 

baseline system and the traditional transformer system. 

This work contributes the further development of machine 

translation and also helps to improve the importance of 

semantic recognition in translation work. 
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