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Support Vector Regression (SVR) is a new approach in machine learning for time series prediction 

showing good performance. A big challenge for achieving optimal accuracy is the choice of appropriate 

parameters. In this paper, a Novel Enhanced Differential Evolution (NEDE) algorithm is proposed to 

calculate the optimal SVR parameters, and the combination approach (NEDE-SVR) was applied to predict 

the incidences of Zoonotic Cutaneous Leishmaniasis (ZCL) diseases. The NEDE-SVR based prediction 

model incorporates the climate factors as predictor variables, determined by analyzing their time lags 

related to the ZCL incidence. Conducted experiments have shown that NEDE-SVR exhibits good 

competitive performance using past diseases and climate data to predict the future cases of the ZCL 

disease. Accurate and timely ZCL disease predictions could aid structure health responses by informing 

key preparation and mitigation efforts. 

Povzetek: Razvita je nova verzija metode podpornih vektorjev za prepoznavanje kožne bolezni lišmanioze. 

 

1 Introduction 
Support Vector Regression (SVR) [7-8] [10-11] is 

commonly applied in predicting. It presents good 

generalization performance and outperforms other 

methods in nonlinear predicting, including neural 

networks. It implements the principle of minimizing 

structural risk by minimizing the upper limit of 

generalization errors [11]. SVR was successfully used for 

predicting in various fields such as medical, industrial, 

agriculture, etc. [5]  

However, the ability of SVR generalization is greatly 

influenced by setting parameter values [12] such as, 

penalty coefficient (cost), kernel parameters (gamma), and 

width of the loss function (epsilon). Not using the correct 

values may lead to poor results [5,8,11]. In order to 

achieve the best results, we need to determine appropriate 

values for SVR parameters. 

In this paper, we propose a novel enhanced differential 

evolution (NEDE) optimization algorithm combined with 

SVR. To achieve optimum results, SVR parameters are 

calculated using NEDE. Differential Evolution algorithm 

is a metaheuristic algorithm that can be used to solve 

optimization problems [12-13]. 

The application of Differential Evolution algorithm in 

optimization problems has efficient performance and 

accuracy in terms of computing, as the proposed method 

was able to find the optimal parameter values of the SVR 

applied to the training dataset. 

We use such proposed approach to predict the ZCL 

disease, using a dataset of M’sila province (Algeria), 

expressed as monthly incidences from 2010 to 2020. 

Leishmaniasis is classified as a neglected tropical disease, 

which is spread by the bite of infected sand flies [1]. The 

type of Zoonotic Cutaneous leishmaniasis (ZCL) 

constitutes a public health problem in Algeria [2]. There 

are very few research works having tackled the ZCL 

disease problem whose related data exhibits dynamic 

nonlinear changes so it cannot be modeled, predicted, and 

controlled using classical mathematical methods [1-2]. 

Usually, ZCL disease cases are recorded in the form of 

time series data. Time series data are observed variable 

values associated with time [4-5].  Time series data 

analysis and prediction models have been widely used to 

predict the number of cases of various diseases [4-6], 

employing statistical models such as ARIMA [6]. 

However, such methods are mostly of linear nature and the 

accuracy is still not sufficiently satisfactory. 

The paper remainder is organized as follows. Section 2 

aims to present the elements of the Predicting with the 

Support Vector Regression model, necessary to develop 

our approach. In Section 3, we present the Differential 

Evolution Optimization Algorithm and its improvement; 

leading to an efficient optimization algorithm, we call 

NEDE. Section 4 develops our proposed NEDE-SVR 

method for ZCL incidences predicting. Section 5 presents 
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the results and discussion through the application of the 

NEDE-SVR method to predict the ZCL disease. Finally, 

conclusions with some future works are given. 

2 Predicting with the support vector 

regression 
Time series predicting is an import tool, more and more 

used in many practical fields such as the medical, 

agricultural and industrial domains [4-5] [17] [20]. There 

are many methods to model a time series in order to make 

predictions such as moving average; exponential 

smoothing; ARIMA, neural networks, support vector 

regression (SVR), etc. In this section, we develop SVR as 

an efficient tool to handle time series predicting, 

especially when dealing with non-linear data patterns. 

2.1 Support vector regression 

Problems of classification and regression have recently 

known the Support Vector Machine (SVM) as a set of 

supervised learning algorithms. This is directly related to 

where, from a set of training data or samples and labeled 

classes, an SVM is trained to build the model that predicts 

the class of a new sample [17]. Support Vector Regression 

(SVR) is a variant of the SVM with the support vector 

model as a regression scheme to predict values, utilizing 

techniques from the field of statistics, while giving new 

approaches for modeling and problem solving, especially 

for handling of non-linear forms of data [7-8]. To do a 

regression in the feature space, SVR maps the input X into 

a high dimensional feature space F through a nonlinear 

mapping function f. We build a linear regression function 

f in the feature space F:  

 (1) 

where w and b are calculated by solving a convex 

optimization problem while b = bias. 

ωT = transposed form of the weighting vector ω; φ(x) 

= nonlinear vectorial function that maps the data from the 

domain space to the range space; Furthermore, to deal with 

unfeasible constraints of the optimization problem, slack 

variables   are introduced. Equations (1) and (2) give the 

convex optimization problem as follows: 

 (2) 

subject to, i: 

 (3) 

where C > 0 determines the trade-off between the flatness 

of f and the amount up to which deviations larger than ε 

are tolerated. It is shown that the optimization problem can 

be solved more easily in its dual formulation using 

Lagrange multipliers. The dual form of this problem is: 

 (4) 

subject to, i: 

 (5) 

Where     are Lagrange multipliers and k is a kernel 

function, defined as:    

 (6) 

The weight w can be written as: 

 (7) 

Thus, the regression function is given by: 

 (8) 

3 Improving the Differential 

Evolution Optimization Algorithm 

3.1 The standard Differential Evolution 

Optimization Algorithm 

The basic process of the standard Differential Evolution 

Optimization Algorithm (DE) is composed of the 

mutation, crossover and selection operators. DE is 

composed of an initialization phase and an evolving phase 

[12-13]. The initialization phase deals with the parameters 

and population initialization. It gives the population size, 

the mutation operator F and the crossover operator CR. F 

and CR are real values in the open interval (0,1). At this 

phase, the initial population is built with respect to the 

problem-specific constraints. The evolving phase deals 

with the population evolution through executing a 

sequence of steps for a certain number of iterations. 

According to the most commonly used mutation operation 

of DE/rand/1/bin, for every individual of the population 

(represented by a vector called the target), the mutant 

vector will be calculated using the following the equation: 

 (9) 

Where: 

-  F is a mutation operator, 

-  i, r1, r2, r3 are random and mutually exclusive 

integers 

- is the mutated individual, expressed as a mutant 

vector 

- and is the i-th individual of the g-th iteration. 

The crossover operation is applied to the mutant vector 

along with the target vector to produce a trial vector. It is 

performed as follows: 
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where, CR is a crossover operator and   is a random integer 

on the group 1,2, …, N.  

If the fitness value of the trial vector is better than that of 

the target vector, then the target vector will be replaced 

with the trial vector in the next generation, in a way that 

individual with better fitness, is selected to enter the next 

generation, according the following expression: 

 (11) 

3.2 NEDE: a Novel Enhanced Differential 

Evolution algorithm 

To overcome the two drawbacks of DE, concerning the 

problem of falling into local optimum and the algorithm 

low speed, we present here a novel enhanced differential 

evolution algorithm (NEDE) through giving new mutation 

operator F and new crossover operator CR. Moreover, 

instead of using randomly generated values, we use 

logistic chaotic map formula to generate chaos-based true 

random numbers [14-15] for the initial population and for 

any-random values related to F and CR. 

3.2.1 A new mutation operator 

The mutation strategy should be carefully selected 

because it plays important role to determine the local and 

global optimization of the algorithm. Mutation strategies 

have an important impact on the search results. Equation 

(9) is the most basic and commonly used mutation 

strategy, but at the later stage of the search, it often falls 

into the local optimum. This may reduce the convergence 

speed and leads to premature convergence. Based on the 

equation (9), we add a chaotic perturbation [14] to the two 

parents who perform differential operation, and replace 

the original fixed step size with the random step size 

according the following equation: 

 (12) 

 
where, chao1 and chao2 are values [0,1], generated by 

the logistic chaotic map system [14-15]. 

On the other hand, according to the previous analysis, in 

order to make the algorithm having better global search 

ability and convergence speed, the mutation operator F 

must have higher values at the early executions, and then 

gradually diminishes. Therefore, to adaptively evolving 

the factor F a new adaptive mutation operator is proposed 

in NEDE algorithm through the new rules below: 

 = (1-g/G)^2 (13) 

 = 1-chao3^  (14) 

0=F F    (15) 

In these formulas, F0 denotes the initial value (0.9 in our 

study) of the mutation operator, G denotes the maximum 

number of generations, and g denotes the current iteration 

number. From equations (13) to (15).  chao3 [0,1] is a 

random value, generated by a chaotic map system. We can 

see that the variation operator F has a linear decreasing 

trend. 

3.2.2 A new crossover operator 

In view of this feature, a new adaptive crossover operator 

is proposed in NEDE algorithm. The expression for this 

operation is: 

  (16) 

where, CR0 represents the initial value of the crossover 

operator, and CR0=0.8 in our study. The expressions of 

the adaptive mutation operator F are shown in equations 

(13), (15), and Equation (15). Equation (16) shows that the 

value of crossover operator CR is opposite to that of 

mutation operator F and the value of crossover operator 

CR increases monotonously. 

3.2.3 A chaotic operator 

Having particular features of sensitivity to the initial 

value, randomness and ergodicity, chaos system exhibits 

nonlinear unique movement pattern [17-18].  Through 

certain particular format, the chaotic search is produced by 

iteration chaos sequence. It extends the numerical range of 

the chaos variables to the value range of the optimization 

variables. As one of the simplest chaotic maps, a logistic 

map is a polynomial map [14], defined by: 

 (17) 

where, , under the condition that 

. k is the iteration number. 

4 NEDE for SVR parameter 

optimization 
NEDE-SVR is SVR based predicting method that is 

optimized using NEDE. The cost, gamma, and epsilon 

parameters of the SVR, influence its predicting results 

[8,10]. Determination of the value of these parameters has 

an important role in the success [8].  

To this end, we use NEDE as efficient optimization 

algorithm to generate the optimal values for the above-

mentioned parameters with respect to the input time series 

data.  

Step 1: Data pre-processing.  Analyze the dataset in 

order to handle problems such as outliers’ and-missing 

values.  

Step 2: splitting the dataset.  Split the dataset into train 

and test parts. 

Step 3: Use of NEDE to find the optimal SVR 

parameters. NEDE use a population of individuals. An 

individual is expressed as a vector composed of the SVR 

parameters: cost, gamma, and epsilon. For the fitness 

factor of NEDE, the MAPE indicator was chosen because 

it can interpret how well the predict results are applied [9]. 

At the end of this step, the individual having the best 

objective function gives the optimal solutions, which are 

the optimal parameter values for SVR. Thus, in this step, 

the following operations are executed: 

- Initialize parameters,  
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- Establish an initial population, with objective 

function for every individual.   

- Run a loop in the NEDE function until it meets 

stopping criteria; 

Step 4: Build an SVR model using the optimal 

parameter values generated at Step 3; 

Step 5: Evaluate the goodness of the NEDE-SVR 

model in predicting. 

4.1 Performance measuring 

In order to measure the performance of our models and to 

establish comparison of the different methods, we have 

used the RMSE and MAPE metrics. RMSE stands for 

Root Mean Square Error. It corresponds to the square root 

of the mean of the squared difference between the 

observed data and the predicted values. 

 
where, predictedi = The predicted value for the ith 

observation, actuali = The observed (actual) value for the 

ith observation, n = Total number of observations. 

MAPE stands for Mean Absolute Percentage Error. 

MAPE = 
1

100
actual predict

actualn

 −
  

 

 

Where, n: sample size, actual: the actual data value, 

predict: the predicted data value. 

5 A case study: predicting the 

leishmaniasis disease in M’sila 

(Algeria) 
In this study, we are interested in the ZCL disease in the 

province of M’sila, Algeria [21-22]. The Zoonotic 

Cutaneous Leishmaniasis (ZCL) Disease is a parasitic 

disease causing very debilitating skin or visceral 

conditions. It is a fatal disease if left untreated. [1-4]. In 

Algeria, ZCL is   experiencing an increase in its incidence. 

This upsurge and the discovery of new foci make 

leishmaniasis a public health problem. 

Figure 1 shows monthly trend of ZCL incidence rate, 

indicating a seasonal pattern of the ZCL data through the 

period from January 2013 to December 2020. In M’sila 

province, over the study period. There were 96 collected 

ZCL incidences [21]. The peak of ZCL mainly occurred 

from October to February during the same 

epidemiological year (Figure 2) in the two years 2016 and 

2017. Also, large values on the incidence of the disease 

were seen from November 2016 to February 2017 and 

from November 2017 to February 2018, but low values 

were recorded in the year 2013. 

5.1 The predicting model using NEDE-

SVR 

For the experimentation, the dataset is taken from the 

health division of M’sila province. A sequence of steps is 

executed to make prediction. It starts by pre-processing 

the dataset; perform feature selection, cross-correlation to 

determine the influencing. After that, apply NEDE-SVR 

model to make predictions. 85% of the data is taken as 

training and 15% of the data is used for testing.  

Cross-correlation. Before applying the NEDE-SVR 

for predicting, data are pre-processed ad analyzed through 

examining their evolution patterns and cross-correlation 

[6] has been conducted to highlight the effects of climate 

variables o the ZCL incidence.  

The relationship between monthly ZCL incidences 

and the climatic variables, in M’sila (Algeria), examined 

at zero to six months lagged-periods show different 

effects. At zero-month lag time, climatic variables did not 

show a strong relationship with ZCL incidences. 

However, strong, statistically significant correlations were 

seen between the climatic variables and monthly ZCL 

incidences when the climatic variables time-series lagged 

ZCL time series.  The results of the cross-correlation 

between each predictor variable and the ZCL incidences 

are shown in Table 1. For constructing the regression 

model, we select the time lag maximizing the absolute 

value of the cross-correlation:  

1. The lags between incidence and previous incidence 

are 1 and 2 Months.  

2. The lags between incidence and previous average 

temperature are 4 and 5 Months.  

3. The lags between incidence and previous Humidity 

are 5 and 6 Months.   

4. The lags between incidence and previous 

precipitation are 4 and 5 Months. 

 

Figure 1: The predicting process using NEDE-SVR. 

 

Figure. 2: Time series of the monthly reported ZCL 

incidences from jan.2013 to dec.2020. 

 Input the dataset Pre-processing 

Data split into 

train and test 

Use of NEDE to find the 
optimal SVR parameters  

Build and fit the model on 
the training data 

Evaluate the model 
using the test data 

Prediction 
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Feature selection. Applying the appropriate feature 

selection method as depicted by Figure 3, has determined 

that the influencing predictors on the ZCL incidence are 

Temperature, Humidity, and Precipitation, all with lags 5.  

Prediction. Predicting using NEDE-SVR starts by 

finding the optimal parameters of SVR. To execute our 

NEDE algorithm on the pre-processed dataset, we set 

parameters as follows. The population size is determined 

to be 20 and the maximum number of iterations is 100. 

The SVR parameter search space range is C = [20, 210],  

= [2-8, 20], ε = [2-8, 20], in this study. Figure 4 depicts the 

graphs of observed and predicted data. 

The comparison between the predicted and observed 

ZCL incidences is shown in Figure 4. The predicted values 

are relatively close to the observed values; this result 

indicates that the model provides an acceptable fit to 

predict the ZCL incidences. 

The prediction shows continued high amount of ZCL 

incidences further down until April, which is normally a 

low ZCL-transmission period, indicating a shift in the 

ZCL season. Indeed, the most notable works having 

studied the leishmaniasis prevalence, such as [3] and [18], 

have used SARIMA and an improved version of it 

respectively, as a means to model and predict its incidence 

in the study area. 

In a previous work [18], we have developed an 

improved SARIMA to predict the leishmaniasis incidence 

and we have showed an enhancement of the accuracy 

compared to SARIMA. 

In the current work, firstly, we employed a support 

vector regression-based prediction with default values, 

which has not improved the prediction accuracy compared 

to the improved SARIMA. Secondly, we have enhanced 

SVR through the automatic determination of its best 

parameter values with regard to our dataset, leading to 

better accuracy results compared to improved SARIMA 

and SVR, as showed in Table 2. 

6 Conclusions and future work 
In this paper we have developed a hybrid method of 

Support vector regression with NEDE and showed that it 

gives a quite good at predicting of the leishmaniasis 

incidence in M’sila province (Algeria) with respect to the 

RMSE and MAPE metrics. Based on optimal parameters 

of cost, gamma ad epsilon, that are generated by the 

NEDE, multivariate SVR has produced high predicting 

accuracy of the ZCL disease. The advantages of the 

method have been seen from the smallest RMSE, and 

MAPE for training and testing that shows the smallest 

error. Additionally, the use of predictors’ variables, 

determined from the cross-correlation analysis, has 

improved the predicting accuracy of the NEDE-SVR. 

Cross-correlation analysis has showed a correlation 

between the incidence of ZCL and previous incidence, 

temperature, humidity, and precipitation in M’sila 

province (Algeria). For future research, we intend to 

analyze the influence of others fitness functions on the 

prediction accuracy, in the training stage. Moreover, we 

plan to improve the accuracy of prediction by employing 

other supervised learning methods or by using support 

vector regression with various combinations of kernels 

and compare its performance. 
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