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This study aims to develop a segmentation technique that can be used to detect objects in an image. The 

concept used is to imitate the human concept of recognizing an object based on its color difference. A 

color is considered different if it has different R, G or B values. Humans can only distinguish two colors 

clearly if they both have a DeltaE value of at least 8. The difference in DeltaE values is obtained from 

differences in the values of R, G or B, either alone or in pairs. The application of this concept to the 

segmentation technique has shown good results. This technique is able to give the same results and is 

good for images with JPG, PNG and BMP file types. To provide confidence in the performance of this 

method, a comparison is made with several segmentation methods. By measuring the similarity index 

using the Jaccard index, Sørensen–Dice index and BF Score, this color dissimilarity-based segmentation 

method has the best performance. Meanwhile, when measuring the processing time, this method has the 

second best performance. Thus, it can be concluded that this method is very suitable for detecting objects 

in an image. 

Povzetek: Tehnika segmentacije je bila razvita z imitacijo človeškega koncepta prepoznavanja predmeta, 

in sicer na podlagi barvnih razlik. Barve se štejejo za različne, če imajo vrednost DeltaE najmanj 8, ki jo 

dobimo iz razlik v vrednostih R, G ali B barv samih ali v parih. Izvajanje te tehnike kaže enake rezultate 

za datoteke JPG, PNG in BMP in je v veliko pomoč pri postopku identifikacije predmeta. 

1 Introduction 
Segmentation is the process of separating an object from 

other objects in an image based on certain characteristics. 

The purpose of image segmentation is to divide the image 

into sections / segments that have similar features or 

attributes. Based on his understanding, segmentation has 

the aim of finding specific characteristics possessed by an 

image. An image is separated based on certain criteria so 

that the image is divided into groups of areas with the 

same properties [1]. The segmentation process divides 

images into small areas to be analyzed and used to 

distinguish different types of objects in an image [2]. 

Image segmentation is one of the most important object 

recognition stages for the artificial vision system. Image 

segmentation is defined as a combination of sets 

containing pixel coordinates with certain features [3]. 

Therefore, segmentation is needed in the pattern 

recognition process. The complexity of object detection 

will occur when there are many potential object locations 

and only rough locations are available, which makes the 

process more difficult [4]. The better the quality of 

segmentation, the better the quality of pattern recognition. 

The creation of visual data is important in image 

processing. With the support of problem solving abilities 

and the application of other disciplines, it has encouraged 

further research to be carried out [5]. 

Each object has a variety of characteristics that can be 

used to recognize the object. The characteristics that are 

widely used include the shape, texture and color possessed 

by an object [6]. From the shape it has, an object can be 

recognized and distinguished from other objects [7]. 

Compared to the shape and texture characteristics, the 

color shows better stability and is not too sensitive when 

it is associated with playback and zooming of images. 

Color greatly contributes to the introduction of objects, 

both to objects related to certain colors or not [8]. Color is 

one of the most important features in image recognition by 

humans [9]. Color is also believed to improve the 

performance of memory [10]. Color also has a very 
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important role in the process of object recognition by 

patients with Alzheimer's disease, in addition to other 

visual forms [11]. 

To recognize and distinguish them, a color usually has 

a name. However, sometimes colors that obviously look 

different, are identified by the same name. Vice versa, 

colors that are identified by different names, apparently 

have similarities [12]. The real problem is related to the 

identification of a color that refers to the name given, 

while there are many colors that are similar, approaching 

and appearing to be almost the same [13]. This happens 

because the process of color recognition itself, namely by 

referring to the primary color, and then the primary color 

is segmented and recognized by the identity of a particular 

name [14]. To avoid mistakes in identifying, colors are 

then identified in a three-dimensional color space, with 

modeling that refers to hardware and users. Modeling that 

refers to hardware includes RGB (Red Green Blue), CMY 

(Cyan Magenta Yellow) and YIQ. Whereas those 

referring to users include HLS (Hue Saturation 

Luminance), HCV, HSV (Hue Saturation value), HSB, 

MTM, CIE-LAB, and CIE-LUV [15]. In the storage 

process, most image file formats (JPEG, BMP, GIF) use 

the RGB color space. RGB color space is defined based 

on the values of the axes R, G and B [16]. 

Based on this modeling, there are actually millions of 

colors that can be identified [17]. If calculated from 

variations in the value of the axis R, G and B which are 

owned by a color, then there are 256x256x256 pieces of 

color, because each color has a value of the axis R, G and 

B varies between 0 – 255. But not all of these variations 

can be distinguished by our sense of sight. This of course 

will have an impact on our ability to identify an object in 

an image. The similarity of the color of the object, 

especially between background and foreground can cause 

errors in identifying the object [18]. Perception, 

recognition and memory of a color can affect our ability 

to recognize colors or objects [19]. 

2 Related works 

2.1 Image segmentation 

Image segmentation is the process of partitioning an 

image into several parts, so that it can change the 

representation of an image into something that is more 

meaningful and easier to analyze. Image segmentation 

into meaningful objects is related to the same 

characteristics as color, intensity, texture and others. 

Image segmentation is used to identify objects and 

backgrounds in an image. Image segmentation is the 

process of assigning labels to each pixel in an image such 

that pixels with the same label share certain visual 

properties [20]. Several general purpose algorithms and 

techniques have been developed for image segmentation. 

Because there is no general solution to the problem of 

image segmentation, these techniques often must be 

combined with domain knowledge in order to effectively 

solve the problem of image segmentation for the problem 

domain [21]. In general, image segmentation algorithms 

can be categorized into region based segmentation, edge 

based segmentation, feature based segmentation, 

threshold based segmentation, graphical segmentation and 

model based segmentation [2]. 

Dividing the image into connected sets of pixels is the 

goal of image segmentation. The resulting collection, 

called a region, is defined based on visual properties 

extracted from local features. To reduce the gap between 

calculated and expected segmentation by users, a 

segmentation approach was developed by changing the 

color texture, to express visual complexity and show how 

it can be used to express homogeneity, distance, and 

measure of similarity [22]. 

There are various image segmentation techniques and 

algorithms that have been developed and applied. In 

general, these techniques and algorithms can be grouped 

into: 

a. contextual and non-contextual technique, which 

underlies the grouping of its treatment of the 

features possessed by an image. In the contextual 

technique, the relationship between image 

features is very taken into account, while in the 

non-contextual technique it is completely ignored; 

b. based on discontinuity and based on similarity, 

which is based on how to group the gray level 

intensity of the image. In the discontinuity-based 

technique, image partitioning is carried out when 

a sudden change occurs, while in the based on 

similarity technique, image certainty is carried out 

on the basis of the similarity of the gray level of 

the image; 

c. structural, stochastic and hybrid techniques, the 

grouping of which is based on information on the 

structure of the image section, the image's discrete 

pixel value or a combination of both. Structural 

techniques are only based on the structure of the 

image section. Stochastic technique based on the 

discrete pixel values of the image. The hybrid 

technique combines both techniques, namely 

using discrete pixels and structural information 

together [23]. 

Regardless of the way they are grouped, each of these 

techniques has a different way from one another, which 

will be described in the following section. 

a) Threshold method 

This method is applied to a grayscale image, and is 

performed based on a certain threshold value. Based on a 

certain threshold value (T), the image is then converted 

into a binary image, colored black (0) or white (1), with 

the following conditions: 

f(x, y) =  {
1 if f(x, y) > T

0 if f(x, y) ≤ T
 (1) 

There are global and local (adaptive) variants, which 

are applied based on the properties possessed by an image. 

These variants are categorized based on how the threshold 

value is applied. In the global variant, the threshold value 

is applied to the entire image. Whereas in the local variant, 

the threshold value is used to determine whether a pixel is 
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the foreground or background of an image, based on 

information about the surrounding pixels. 

The advantage of this method is that it has a simple 

calculation and fast process. It's just that the results 

obtained will not be good if the image does not have a 

clear gray scale difference. The key to success and at the 

same time a weakness of this method lies in the accuracy 

of selecting/determining the threshold value [24]. 

b) Edge based method 

This method performs a partition based on a significant 

change in the intensity of the image on a gray image with 

the aim of finding the pixels that are used as the 

boundaries of the region. There are two edge detection 

techniques that are often used, namely the gradient-based 

method and the gray histogram method [25]. The gradient-

based method works based on sudden changes in the 

intensity of two regions, while the gray histogram method 

is based on separating the foreground from the 

background by selecting a certain threshold value [26]. 

The calculation of the gradient intensity estimation is 

carried out with various operators, which are also variants 

of this method. These types of operators are Robert, Sobel, 

Prewitt, Canny and Laplace [27]. In contrast to other 

operators, the Sobel operator is used to detect two-way 

edges (horizontal. vertical) [28]. To simplify image 

analysis and reduce data processing while retaining 

structural information [29], this method applies various 

detectors. 

c) Region based method 

This method works with the concept of the homogeneity 

of connected pixels in a region, which have the same 

characteristics, and are different from other regions [30]. 

Regional sorting is based on certain criteria, such as color, 

intensity or object. And to get a wider area coverage and 

consider the characteristics of existing pixels, then the 

method of segmentation growing region and region 

splitting and merging was developed [24]. 

In the region growing method, the formation of a 

region starts from a certain pixel point, then expands by 

adding pixels next to it that have similar properties, with a 

greater/stronger similarity level than other regions [31]. 

Properties that can be used to determine whether a pixel is 

included in an area or not include gray level, texture, color 

or shape. This method is very good for showing regional 

boundaries, but it has a difficult computational level and 

is not able to handle noise and uneven gray levels, so the 

results are not perfect. 

In the region splitting and merging method, the 

segmentation process is carried out by sorting the image 

into four quadrants with certain homogeneity criteria, 

repeatedly until it is impossible to sort again. The results 

of this sorting are then combined as a result of 

segmentation [32][30]. 

d) Clustering based method 

This method works on the basis of the pixels owned by an 

image, which are distinguished and classified with certain 

requirements and rules, using a mathematical algorithm 

[33]. Pixels will be grouped into a number of clusters 

based on their similarity of characteristics. The image will 

be divided into a number of clusters on the basis of the 

similarity of its pixel characteristics [34]. The grouping is 

done repeatedly to get the similarity of pixels in a cluster 

or the maximum difference between clusters [35]. 

There are two groups of clustering techniques, namely 

hard and soft clustering. Hard clustering emphasizes the 

differences between clusters, so that a pixel will only be 

joined in a cluster. In soft clustering, the grouping is done 

based on several similarity criteria, such as distance, 

connectivity or intensity, so it is very possible to join 

several clusters [36]. 

K-Means clustering is a popular and widely used 

clustering method. The algorithm is simple, the process is 

fast and works based on the proximity of the distance 

between the elements to the center of the cluster, to 

produce as many as K cluster data [37]. Distance 

calculations are carried out on various properties that form 

the basis for grouping [38]. With a predetermined number 

of clusters as many as K and a randomly assigned initial 

cluster center, pixels are grouped on the basis of their 

proximity. Each cluster obtained is then calculated on the 

average, and this value is used as the center of the new 

cluster. This process is then repeated until there are no 

more significant changes or a certain number of 

repetitions [39]. 

e) Watershed based method 

This method assumes an image as a surface gradient 

topography [40], where the pixel of the image with the 

highest gradient will be the boundary area, like a river 

flow with a continuous boundary, without gaps [41]. 

Working by exploiting the similarity of an area and using 

a mathematical morphological approach and analogy such 

as flood-affected areas [42]. Starting from the part of the 

image with the minimum intensity as the watershed base 

point [43]. When it rains, the river flow will be flooded, 

with the area of waterlogging that changes according to 

the capacity of rainfall. In order to keep the puddles 

separate from puddles in other areas, a dam or water 

barrier is made. 

This method has a good ability to separate the 

foreground and background of an image [44]. The 

computational complexity, sensitivity to blur and resulting 

in excessive image segmentation are the main drawbacks 

of this method. 

f) PDE based method 

This method performs segmentation by converting an 

image into a partial differential equation (PDE), and the 

results are determined based on the solution obtained. The 

change process is carried out based on the active contour 

in the form of a curve in the image [45]. To overcome the 

problem of surface topology of objects in the image, a 

function that represents the curve or surface as a set of zero 

levels for surfaces with higher dimensions is developed. 

In this way it turns out that a more accurate numerical 

implementation is obtained, so as to be able to solve 

topological problems better [46] [47]. The Level-Set 



4 Informatica 46 (2022) 1–10 I G. M. Karma et al. 

method is quite simple and easy to adapt to calculate and 

analyze the interface changes of an image, either two or 

three dimensions [48]. 

The PDE method is believed to be able to overcome 

the geometric complexity of the image, and is able to 

provide results with better image texture contrast [49]. 

That is why this method is considered better than other 

methods. In addition to segmentation purposes, the PDE 

method is also suitable for denoising and enhancing image 

coherence [50]. 

g) ANN based method 

This method of the human nervous system works with 

guidance and has the ability to learn like humans. In its 

implementation, it is trained with a number of training 

samples, just like a learning process [51]. The system 

receives input, processes and provides output based on a 

familiar concept or pattern. 

Various learning algorithms, exploratory methods and 

analytical methods have been developed [52]. In general, 

it is categorized into two, namely supervised and 

unsupervised methods. In the supervised method, it takes 

the presence of experts in supervising and at the same time 

carrying out the learning process on the system. In the 

unsupervised method, the practical system works 

automatically. 

One of the ANN methods that is considered feasible 

for image segmentation is the PCNN (Pulse-Coupled 

Neural Network) model [53]. The model inspired by the 

cat's visual system by simply modeling the cortical 

neurons in the visual area of the cat's brain [54], is believed 

to be able to produce good segmentation results, even 

though the input image is in poor condition. 

2.2 Color perception and similarity 

Content in the context of colors, shapes, textures and more 

from an image can actually be derived from the image 

itself. The technique applied is to extract image features 

by using the color similarity approach that is owned by an 

image [55]. The features of an image are extracted based 

on R, G and B values of the colors they have. With a 

mathematical approach using mean, median and standard 

deviation values for the values of R, G and B images, the 

content of an image can be known. Color imagery reveals 

information that is more meaningful to human observers 

than the gray scale. For this reason, an improved 

multiscale structural similarity index was developed 

which added a color comparison to the MSSIM gray scale 

criteria (Multiscale Structural Similarity index) [56]. 

Color descriptors are the most important features used 

in image analysis and retrieval. Because of its compact 

representation and low complexity, direct histogram 

comparison is a technique commonly used to measure 

color similarity. A measure of similarity is defined for the 

proposed color descriptor and is shown to be equivalent to 

the size of the quadratic histogram distance [57]. 

However, this has many serious weaknesses, including a 

high degree of dependence on the design of the color code 

book, sensitivity to quantization limits, and inefficiency in 

representing images with few dominant colors [58]. 

There are various types of distance and similarity 

measures available, and their selection is based on the 

context in which they are intended. In addition to the 

different designations, the range of values they have is also 

different [59]. This results in numerical values obtained 

from one measurement not always the same as another 

measurement [60]. In color image processing, color pixels 

are traditionally treated as geometric vectors in the 

Euclidean color space [61]. A color stimulus is then 

represented as a point in space. The difference in color ∆E 

between the two colors is calculated as the distance 

between the points that represent the color. Tolerance for 

color differences is determined on the basis of the range 

of this ∆E value. ΔE  (Delta E, dE) shows the measure of 

changes in visual perception of two colors, and can be 

used as a measure to determine whether the human eye can 

see the difference in color. On a typical scale, the value of 

Delta E will range from 0 to 100. See Table 1. 

Based on experiments comparing a color with other 

colors made from variations in the value of RGB colors, 

the results obtained that the two colors can be clearly 

distinguished by the eye, when both colors have a value of 

Delta E (∆E) of 8. These results are obtained if both colors 

have a difference in the values of R, G or B of at least 8, 

or a difference in the two values of R and G, R and B or G 

and B of at least 6, or a difference in the three R, G, and B 

values of at least 5 [62]. 

2.3 Similarity index measurement 

a) Jaccard index 

Jaccard Similarity Index is a measure that shows the 

degree of similarity between two data sets, X and Y. The 

index value ranges from 0 to 1. The larger the index value 

obtained, the more similar the two data sets are [63]. The 

index value can be calculated by the following formula : 

J(X, Y) =  |X ∩ Y| / |X ∪ Y| (2) 

b) Sørensen–Dice index 

The Sørensen–Dice index is a statistical tool used to 

measure the similarity between two data sets, X and Y. 

This measure is widely used to validate the algorithm of 

the image segmentation method. Index can be calculated 

by the formula: 

QS =  
2|X∩Y|

|X|+|Y|
 (3) 

The QS value ranges from 0 to 1, which can be 

expressed as the degree of similarity between the two data 

sets [64]. 

Delta E Perception 

<= 1.0 Not perceptible by human eyes. 

1 - 2 Perceptible through close observation. 

2 - 10 Perceptible at a glance. 

11 - 49 Colors are more similar than opposite 

100 Colors are exact opposite 

Table 1: Delta E and Color Perceptions. 
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c) BF score 

The BF score produces a value with a range from 0 to 1. 

This value indicates the level of similarity of the object 

contour between the segmentation results and the ground 

truth of the image. Value is calculated by the formula: 

 

BFScore =  
2 x Precission x Recall 

(Precession+Recall)
 (4) 

 

Where : 

- Precision is a ratio with a value of 0-1 which shows 

the comparison of the number of boundary points 

of the segmented image that is close to the 

boundary of ground truth to the length of the 

segmented image boundary. 

- Recall is a ratio with a value of 0-1 which shows 

the comparison of the number of ground truth 

boundary points of the image that are close to the 

segmented image boundary to the length of the 

ground truth boundary [65]. 

3 Methodology 
The initial idea of this research is based on the reality of 

how our process of recognizing an object in an image is 

influenced by our ability to distinguish a color. An object's 

pattern or shape will be identified when the eye is able to 

find a clear color difference between one field and another. 

The working concept of the color dissimilarity-based 

segmentation method is to compare each color pixel in the 

image with the image next to it (right and bottom). If this 

comparison shows the color dissimilarity detected by the 

eye [62], then the pixel is changed to white. 

An image can be represented as: 

f(x,y,i) Ɛ Rm x n x 3 (5) 

This segmentation process will convert images into 

new images with the following working concepts: 

( k1 ꓴ k2 ꓴ k3 ) → f(x,y,i) = 255 (6) 

where: 

k1 = (∆R12 ꓴ ∆R13 ꓴ ∆G12 ꓴ ∆G13 ꓴ ∆B12 ꓴ ∆B13) ≥ 9 

k2 = ((∆R12 ꓵ ∆G12) ꓴ (∆R12 ꓵ ∆B12) ꓴ (∆G12 ꓵ ∆B12) ꓴ 

 (∆R13 ꓵ ∆B13) ꓴ (∆R13 ꓵ ∆B13) ꓴ (∆G13 ꓵ ∆B13)) ≥ 7 

k3 = ((∆R12 ꓵ ∆G12 ꓵ ∆B12) ꓴ (∆R13 ꓵ ∆G13 ꓵ ∆B13)) ≥ 6 

R = f(x,y,1) ; G = f(x,y,2) ; B = f(x,y,3) 

∆R12 = |f(x,y,1) – f(x,y+1,1)| ;  

∆R13 = |f(x,y,1) – f(x +1,y,1)| 

∆G12 = |f(x,y,2) – f(x,y+1,2)| ;  

∆G13 = |f(x,y,2) – f(x +1,y,2)| 

∆B12 = |f(x,y,3) – f(x,y+1,3)| ;  

∆B13 = |f(x,y,3) – f(x +1,y,3)| 

The converted image is then converted back into a 

binary image, black and white, with the following 

provisions: 

𝑏(𝑣) = {
1, 𝑏(𝑣) < 0.9
0, 𝑏(𝑣) ≥ 0.9

 (7) 

Finally, this binary image is then processed further 

with a morphological process that aims to emphasize holes 

and eliminate small and unclear objects in the image. The 

type of morphological operation performed is the type of 

opening, with a pixel size limit of 5000. 

4 Experiment result 
In this study, as many as 10 images used with 3 different 

file formats, namely JPG, PNG and BMP. The selection 

of these three file formats is solely due to the consideration 

that this file format is the most widely and commonly used 

in storing digital images. Image stored in JPG, PNG and 

BMP file types is included in the raster type image 

category. A raster image (bitmap) is an image consisting 

of pixel points of various colors, which together form the 

image. Technically JPG is lossy compression, PNG is 

lossless compression and BMP is lossless but 

uncompressed. In quality, the image stored in these three 

file types is actually not much different and is practically 

not affected by the resolution. What distinguishes the three 

more on the file size. Because BMP is uncompressed, the 

file size is among the largest. 

These ten image files were originally JPG image files, 

then saved back into PNG and BMP file formats, using the 

Paint version 2004 application on Microsoft Windows 10. 

Table 2 presents the results obtained from the 

segmentation process of the converted and saved images. 

with all three file formats. The results of segmentation 

obtained from the three types of different file formats are 

practically not much different, even almost the same. The 

difference in file types apparently does not greatly affect 

the results of the segmentation process. 

The results shown in Table 2 are the best results 

resulting from several variations in the values of R, G and 

B, both alone and in pairs. The difference in the values of 

R, G and B used are 9 for the difference from the values 

of R, G or B, 7 for the difference from the value of RG, 

RB or GB, and 6 for the different values of the pairs of R, 

G, and B together. Increasing the value of this difference 

means finding a clear color difference between adjacent 

pixels. If the difference is smaller than specified, it will be 

considered to have the same color. On the other hand, this 

may not seem good for our eyesight, because the eye is not 

able to distinguish colors properly. 

The results of segmentation expressly indicate that the 

object can be separated from its background. The resulting 

image is the ground truth of a segmented image. This of 

course is an advantage of this segmentation process, 

because it is able to produce something that can later be 

used as a basis for object detection in an image. The object 

can be detected directly from the segmentation results 

obtained. 

In plain view, the results obtained from this method 

look quite good, especially if it is associated with the 

purpose of developing this method is to detect the 

presence of an object in an image. The question that arises 

then is whether this method has a good performance when 

compared to other methods? 
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To find out what the performance of this method is, 

further testing is carried out by comparing this method 

with the Threshold, Edge, Region growing, KMeans, 

Watershed, Fuzzy C-Mean  and Pulse Coupled Neural 

Network [66] methods. The test was carried out using 21 

sample images that were randomly selected from the 

DUTS Image Dataset [6], and the results can be seen in 

Table 3. 

In this testing process, there are two things that are 

compared, namely the quality of the segmented image 

compared to the ground-truth sample image and the 

execution time of each method. The measurement of the 

quality of the results is measured using the Jaccard index, 

Sørensen–Dice index and BF score, which is calculated 

using the jaccard(I1,I2), dice(I1,I2) and bfscore(I1,I2) 

functions, while the execution time is performed using the 

tic and toc functions. All functions used are MATLAB 

functions. Comparison of the performance of each tested 

method can be seen in Figure 1. 

# Original 
Result 

JPG PNG BMP 

1 

    

2 

    

3 

    

4 

    

5 

    

6 

    

7 

    

8 

    

9 

    

10 

    

Table 2: Image and Segmentation Results Based on 

Color Dissimilarity. 
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 Method 

1 2 3 4 5 6 7 8 

1 
          

2  
         

3  
         

4 
          

5 
          

6 
          

7 
          

8 
          

9 
          

10 
          

11 
          

12 
          

13 
          

14 
          

15 
          

16 
          

17 
          

18           

19           

20           

21           
 Method :   

 1, Threshold 5. Watershed 

 2. Edge 6. Fuzzy C-Means 

 3. Region Growing 7. Pulse Coupled Neural Network 

 4. KMeans 8. Dissimilarity 

Table 3: Comparison of Image Segmentation Results. 
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In Figure 1 it can be seen that all methods show 

inconsistent performance and are strongly influenced by 

the complexity of the sample image. However, if we refer 

to the average value of the test results presented in Table 

3, it appears that this color dissimilarity based 

segmentation method has the best performance. Based on 

the quality of the results (see Table 4), this method shows 

the results with Jaccard index = 55.521%, Sørensen–Dice 

index = 66.995% and BF Score = 41.706%, the largest 

value compared to other methods. In terms of the quality 

of the segmentation results, this method can be declared to 

have the best performance. In terms of execution time, this 

method is also relatively good. With an average execution 

time = 0.839 seconds, this method is in second place, and 

is beaten by the Threshold method. Although it does not 

have the fastest execution time, this method includes a 

very fast execution time. The Figure 2 shows the general 

performance comparison of all the tested methods. 

5 Conclusion and future works 
Image segmentation using the proposed method, which is 

based on color dissimilarity in an image, was able to sort 

the image well. The sharpness of sorting is greatly 

influenced by variations in the values of R, G and B of the 

adjacent pixels, both individually and in pairs. The greater 

the difference in the values of R, G and B themselves and 

their combinations will provide clearer object separation. 

This is certainly very easy in identifying objects. 

Noting the results shown by this segmentation method 

are so clear, it is certain that this method can be used to 

separate an object from another object in an image. The 

development of this color dissimilarity based method will 

be used as a method of identifying objects in an image. 

The results of comparison with other methods also show 

that this segmentation method shows better performance 

in terms of quality results, with relatively fast execution 

times. 
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