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Keyphrase extraction has recently become a foundation for developing digital library applications, 

especially in semantic information retrieval techniques. From that context, in this paper, a keyphrase 

extraction model was formulated in terms of Natural Language Processing, applied explicitly in extracting 

information and searching techniques in tourism. The proposed process includes collecting and 

processing data from tourism sources such as Tripadvisor.com, Agoda.com, and vietnam-guide.com. 

Then, the raw data was analyzed and pre-processed with labeling keyphrase and fed data forward to 

Pretrained BERT model and Bidirectional Long Short-Term Memory with Conditional Random Field. 

The model performed the combination of Bidirectional Long Short-Term Memory with Conditional 

Random Field in order to solve keyphrase extraction tasks. Furthermore, the model integrated the 

Elasticsearch technique to enhance performance and time of looking up tourism destinations' information. 

The outcome extracted key phrases produce high accuracy and can be applied for extraction problems 

and textual content summaries. 

Povzetek: Predstavljen je pristop na osnovi ključnih fraz za uporabo v turističnih sistemih.  

 

1 Introduction
In the science of natural language processing, the analysis 

of sentences into phrases, labeling, and marking has been 

a point of interest in research and application in various 

aspects. Keyphrase Extraction is the process of extracting 

key phrases that contain important content of a document. 

Keyphrases are used to solve information extraction 

content clustering, text classification, and text summary 

problems [16]. Numerous studied methodologies have 

been widely applied in academic issues such as Key2Vec 

[2] - automatically extracting keywords from scientific 

articles, Sequence Labeling [1] - extracting keyphrase 

from scholarly documents. The process normally used the 

BiLSTM [1] model, combining a pre-trained model to 

extract corresponding keywords of a dataset. Then, the 

search engine operated through API using NoSQL 

Elasticsearch, which uses scoring techniques from the 

keyphrases of documents corresponding to the database 

[19]. 

Research that applies in traveling newspapers and 

documents would support tourism information searching 

from many traveling sites. From there, the Keyphrase 

Extraction method allows visitors to easily select and 

quickly search based on their own words without clearly 

understanding their desired places. Furthermore, based on 

official data analysis from tourist sites, visitors will avoid 

unreliable information of some locations related to their 

own needs. The method would help increase the 

experience and satisfaction when visitors come and learn 

information about the city. 

From the aforementioned method and benefits, this 

study proposed a new design and application to assist in 

searching tourist information. The application can be 

implemented as a phone app or a tourist information 

website that optimally serves tourist demand for their first 

steps in a new destination and acquire typical 

characteristics of the sit shown on media. This research 

can play a novel and practical keyphrase extraction model 

and contribute to the science of extraction applications and 

textual content summaries. 
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2 Related works 

2.1 Keyphrase extraction 

Keyphrase Extraction is a subfield of Information 

extraction problem to extract keyphrases from documents 

according to given requirements. Currently, there are 

many studies and methods given in this problem with 

many different approaches, as mentioned below. 

2.1.1 Unsupervised method 

The unsupervised learning method provides probability 

models based on the word input that determines the 

frequency and importance of keywords in the text to 

identify keyword phrases. Some of the unsupervised 

learning techniques such as TextRank [3], Sgrank [4], and 

WikiRank [5] help extract keyphrases based on a narrow 

context of context (identifying the meaning of the word or 

by probability). Therefore, these methods' accuracy is also 

limited, but this is a basic method and has been applied in 

many problems to instantly perform labeling for 

supervised learning methods. 

2.1.2 Self-supervised method 

Recent studies focus on self-supervised learning in the 

field of information extraction. When the data is initially 

trained with the labels, the machine will then label and 

learn itself based on the relationships between the new 

input information and the previously trained information. 

These are superior studies such as SRES [6] - extracting 

information on the Web, and SelfORE [7] - extracting 

from natural language sentences their open-domain 

relation facts. Studies have introduced new approaches to 

training as well as solutions for information extraction. 

2.1.3 Supervised method 

In this method, the data is labeled corresponding to the 

keyphrases before training through a machine learning 

model. Parallel with the development in data and 

computing hardware; deep learning has been increasingly 

popular and widely used to optimize. For example, the 

research about Long Short-Term Memory (LSTM) [8] 

effectively covers the neighbor contexts [17]. BiLSTM-

CRF [9] used the Glove representation model to embed 

input words and return positive results when 

experimenting in an academic dataset. 

2.2 Contextual embedding 

Before training, input data have to be normalized into sets 

of vectors. Word embedding is a form of word 

representation, representing words with related meanings 

to have similar representations. 

There are many studies and experiments in 

implementing algorithms supporting word embedding and 

vocabulary modeling. And Contextual Embedding is one 

of the SOTA techniques to vectorize documents based on 

meaning and contextual relations. The enhancement of 

Contextual embedding compared with others embedding 

models such as Word2Vec [10], Glove [14] is the addition 

of context for vectors generated through position, thereby 

increasing the accuracy in terms of context and semantics. 

BERT [11] was introduced as a breakthrough in the 

field of natural language processing, with improvements 

in text modeling with the application of Transformer 

architecture to train context-based word representations. 

In this article, the authors combined the improvement 

of word representation models with sequence labeling 

techniques for extracting keyphrases in tourism 

documents. 

3 Methodology 
Let 𝑑 = {𝑤1, 𝑤2, . . . , 𝑤𝑛} be input document, and 𝑤𝑖  

represents the 𝑖𝑡ℎ token. Each word in d was labeled into 

3 classes of set 𝑌 = {𝐾𝐵 , 𝐾𝐼 , 𝐾𝑂  }, where 𝐾𝐵 indicates that 

𝑤𝑖  is the beginning keyphrase, 𝐾𝐼  denotes that 𝑤𝑖  is in the 

keyphrase, and 𝐾𝑂 marks that 𝑤𝑖  is out of the keyphrase. 

3.1 Long Short-Term Memory 

Long Short-Term Memory (LSTM) [8] is a form of 

Recurrent Neural Network (RNN) model [13] for solving 

problems of sequence data based on previously learned 

information to predict the current information in the 

sequence. LSTM is a solution to resolve the Vanishing 

Gradient issue of a primitive RNN network when 

information is learned from far away in the chain and lost 

its importance. In order to achieve this, LSTM uses several 

"gates" that store information remotely. Especially, 

Bidirectional LSTM (BiLSTM) is a generalization 

technique covering the context information in both 

directions [12]. 

Each word in the text was mapped for embedding size 

vector 𝑥𝑖, so that the sequence d of length n will be 

represented by a vector. 

𝑥 =  {𝑥1, 𝑥2, . . . , 𝑥𝑛} was labeled accordingly with 

𝑦 =  {𝑦1, 𝑦2, . . . , 𝑦𝑛} where 𝑦𝑖 ∈  𝑌. 

The input of LSTM is a [ℎ𝑡 −1, 𝑥𝑡]  vector at time t, 

with the cell state of the network 𝑐𝑡 , and the output vector 

between the two times t and t+1 is ℎ𝑡 . 

LSTM unit has 4 gates: forget gate  𝑓𝑡, input gate  𝑖𝑡 , 
output gate 𝑜𝑡, and memory cell 𝑐𝑡, which are represented 

by the following equations: 

𝑓𝑡  =  𝜎(𝑊𝑓 ∙ [ℎ𝑡−1, 𝑥𝑡]  +  𝑏𝑓); (1) 

𝑖𝑡  =  𝜎(𝑊𝑖 ∙ [ℎ𝑡−1, 𝑥𝑡]  + 𝑏𝑖); (2) 

𝑐𝑡  = 𝑓𝑡  ∗  𝑐𝑡−1  +  𝑖𝑡  ∗  𝑡𝑎𝑛ℎ(𝑊𝑐 ∙ [ℎ𝑡−1, 𝑥𝑡]  +  𝑏𝑐); (3) 

 

Figure 1: Structure of 1 cell LSTM. 
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𝑜𝑡  =  𝜎(𝑊𝑜 ∙ [ℎ𝑡−1, 𝑥𝑡]  + 𝑏𝑜);  (4) 

ℎ𝑡  = 𝑜𝑡 ∗  𝑡𝑎𝑛ℎ(𝑐𝑡);  (5) 

in which the activation functiond are: 𝜎 (sigmoid) and 

tanh, and * is element-wise multiplication. W and b are 

model parameters, and ℎ𝑡 is hidden state. 

In the BiLSTM model, 2 used LSTM architectures 

progress simultaneously and independently to model the 

input sequence in 2 directions: from left to right (direction 

 - Figure 2a) and from right to left (direction  - Figure 

2b). 

Where  represents the information from preceding 

word of 𝑤𝑡{𝑤1, 𝑤2, . . . , 𝑤𝑡−1}, and  represents the 

information from succeeding words of 

𝑤𝑡{𝑤𝑡+1, 𝑤𝑡+2, . . . , 𝑤𝑛}. Vector  represents for word 𝑤𝑡  

in input sequence d when concatenating 2 vectors  and 

. 

= [ ;  ] 

Then the results were mapped to vector  𝑓𝑡  where 

𝑓𝑡 =  𝑊𝑎   

in which 𝑊𝑎 is weight vector that has a shape of 

| Y | x | | = 3 x | | 

The output vector of BiLSTM model after multiplying 

weight matrix is 

𝑓 = { 𝑓1, 𝑓2, . . . , 𝑓𝑛 } 

in which 𝑓 is the input of the CRF layer. 

3.2 Conditional Random Field 

Conditional Random Field (CRF) is a probabilistic model 

for structured predictive problems and has been used very 

successfully in machine learning areas. CRF is used in 

conjunction with deep learning models to increase the 

efficiency for segmentation and sequence data labeling 

[18]. 

As the input data in CRF is sequential, the previous 

context must be considered before predicting a data point, 

thereby increasing the model's accuracy. For example, if 

the previous label is B-P (begin phrase), the following tag 

is most likely I-P. 

In this study, a 378-dimensional vector was used 

representation for each word following the BERT (BERT-

base) model. A BERT's pre-trained model's architecture 

and some layers were added to match the problem. Then, 

the original layer parameters were fine-tuning, and the 

additional layer parameters were re-trained from the 

beginning. In this way, the proposed model could reduce 

the training time while ensuring its accuracy. 

3.3 Elasticsearch (NoSQL) 

This study used the NoSQL Elasticsearch database 

management system because of its ability to analyze data 

and statistics. A node is an Elasticsearch server, which is 

logically independent of each other. In fact, a node can run 

on one (usually in a development or test environment) or 

multiple physical servers (usually in a production 

environment). A collection of nodes working together 

forms a cluster; each node in the cluster contains a portion 

of that cluster's data. And all the data of a cluster will be 

divided among the nodes [20]. 

Nodes have three different types: master, data, and 

client. A cluster automatically selects a node as the master 

from its nodes. The master node will be responsible for 

coordinating the work of the cluster, such as distributing 

shards and creating/deleting indexes. Only the master 

node has the ability to update the cluster's state. In essence, 

Apache's Lucene - a full-text search - uses a data structure 

called an inverted index to perform searches with high 

performance. The architecture of Elasticsearch is 

indicated in Figure 3 [21][22]. 

Elasticsearch operates on a private server, 

communicates through RESTful APIs, and provides near 

real-time. 

 

 

Figure 2: The architecture of LSTM and BiSLTM. 

 

Figure 3: Elasticsearch architecture. 
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4 Proposed method and architecture 
This paper reveals a new method in keyphrase extraction 

from travel documents, using the sequence labeling 

technique with pre-trained model BERT (Bidirectional 

Encoder Representations from Transformers). Then, the 

model applies BiLSTM with Conditional Random Field in 

the training phase to enhance its result. 

4.1 Proposed model 

Pre-processing: The input data was pre-processed by 

encoding each word (token), along with whether the word 

tag corresponds to the keyphrase or not. The labels are B-

P (Begin Phrase), I-P (In Phrase), and O (Out Phrase). 

Those labels were encoded with the input data into 

numeric labels 0, 1, 2, respectively. 

For example: 

Restaurant has a big view of natural landscape. 

O O O B-P I-P I-P I-P I-P 

Pre-train model BERT: There are currently many 

different versions of the BERT model. All versions are 

based on the transformation of the Transformer 

architecture, focusing on 3 parameters: 

L: The number of  block sub-layers in transformer,  

H: Embedding vector size (or hidden size),  

A: The number of heads in a multi-head layer, each 

head operates one self-attention.  

The research used the pre-trained BERT base uncase 

model (L = 12, H = 768, A = 12) to represent the input 

vocabulary into vectors containing information about the 

vocabulary and its context. The BERT model input 

consists of a sequence of coded words, and the output is a 

lexical vector representing each input word. 

BiLSTM-CRF model: Output vectors of BERT are 

the inputs of the BiLSTM-CRF model. They were passed 

through the 2-dimensional LSTM network, and the 

information will be trained in two dimensions of the 

context, in terms of firm magnetism and context. Next, the 

output was passed through the CRF layer with labels 

marked previously to train and extract key phrase 

information in the text. 

4.2 The process 

To implement the data effectively, the proposed model 

applied a process that is depicted in Figure 5. In the 

beginning, raw data were pre-processed by filters and 

removed noise data, including HTML, tag, link, unrelated 

text, etc. 

In the training phase, each sentence of the text was 

labeled. If the phrase is at the beginning, it would be 

labeled as B-P (begin phrase), the rest of the keyphrase 

should be labeled as I-P (in phrase), and other words 

considered as O-P (out phrase). After that, the processed 

data was fed into the BERT model in Contextual 

Embedding stages before forwarding to BiLSTM layers. 

Then the data was fed into CRF layers after attaching 

labels. The output weight was used in the evaluation stage 

with new input; new input results were relabeled and 

became the architecture input to re-train. 

In the testing phase, the real raw data was also pre-

processed and then fed into the model to predict the 

keyphrase. 

4.3 Application architecture 

The output keyphrases were stored in a database and 

synchronized to a NoSQL database before applying the 

search engine of Elasticsearch. Since Elasticsearch 

operates on a private server through RESTful APIs, the 

proposed model can fit for a large feature set with the real-

time processing ability of Elasticsearch. 

The system architecture is presented in Figure 6 with 

an artificial intelligence system integrated with an API 

layer. The API contributes as a communication channel 

 

Figure 4: Proposed model BERT-BiSTM-CRF. 

 

Figure 5: The proposed model process. 
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between the server and the client to perform querying, 

processing, and returning results to UI [23]. First, the data 

collected from travel websites will be trained and stored in 

a NoSQL database (MongoDB). Then the data 

synchronized from Cluster Mongo, containing collected 

data for Elasticsearch. The APIs were used in retrieving 

data from Elasticsearch to fetch and return the results to 

the user since Elasticsearch is only effective in retrieving 

data. 

5 Results 

5.1 Training result 

The study was conducted on a dataset with two models: 

one applies Glove embedding, and the other uses BERT 

embedding. After the experiment, Table 1 shows that 

BERT embedding as a pre-trained model indicates better 

results with the Recall value of about 0.891. 

The two graphs in Figure 7 indicate the loss and 

accuracy of the proposed approach based on the number 

of epochs of the training phase. The Loss and Accuracy 

indexes at the first two epochs present the ideal trends 

while the next epochs take a slight improvement in the 

Loss and Accuracy results. 

5.2  Test result 

The study also analyzed the proposed model with travel 

datasets that were pre-processed and labeled. The datasets 

were crawled into different text blocks [15] from tourism 

resources, including newspapers, descriptions, 

documents, and comments on Tripadvisor and Agoda 

about destinations and attractions. 

The data was pre-processed by removing noise 

information such as images, HTML tags, web page scripts, 

and other irrelevant comments. In this case, the 

experiment focused on English data after removing other 

languages' information. 

The results are shown in Tables 2 and 3, 

corresponding to different amounts of training paragraph. 

It is recognized from Tables 2 and 3 that when the 

training and testing data increase, the predicted 

 

Figure 6: The proposed application architecture. 

 

Figure 7: Training results based on number of epochs. 

 Precision Recall F1 score Exact 

match 

BERT 

Embedding 

0.954 0.891 0.921 0.282 

Glove 

Embedding 

0.956 0.724 0.824 0.211 

Table 1: Comparison between BERT embedding and Glove 

embedding. 

Training 

paragrap

h 

Original 

Keyphra

se (test) 

Predicted 

Keyphras

e 

Accurac

y 

Trainin

g Time 

(s) 

200 4681 1724 161 9.13 

400 4681 3122 900 13.91 

600 4681 2683 1075 17.30 

873 4681 3574 2033 20.78 

Table 2: Prediction results based on training data. 

Training 

paragraph 

Precision F1 score Recall 

200 0.577 0.310 0.212 

400 0.650 0.613 0.580 

600 0.715 0.727 0.739 

873 0.874 0.794 0.729 

Table 3: Result indices corresponding to testing data based 

on training data. 
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keyphrases and the correct keyphrases also increase, 

indicating the efficiency of the model. Moreover, the 

training time for each experiment is applicable in real 

practice. 

6 Application 
The study examined the BiLSTM-CRF model combined 

with the BERT Embedding layer and compared the result 

with the Sgrank method. 

Table 4 showcases the actual results of the model 

when predicting a completely new input. It is recognized 

that the proposed model focuses on phrases of nouns and 

adjectives from B-P and I-P labels. Although the Sgrank 

method produces many phrases, it has a high error rate and 

focuses on nonspecific adjectives and nouns. 

7 Conclusion 
In this article, a keyphrase extraction method was 

proposed, which uses the BiLSTM-CRF deep learning 

model with the BERT pre-trained model's lexical 

representation. The output of the BERT (encoder) model 

became the input of the BiLSTM-CRF model to perform 

the keyphrase extraction task. 

With a supervised learning method, the proposed 

method has outweighed previous models in terms of 

accuracy of words' context and meaning. In addition, the 

study has built an API system for applications integrated 

with actual text extraction. The presented method has 

helped extract key phrases in the text with high accuracy 

(from 40% on sample data), thereby can be applied for 

extraction problems and textual content summaries. 

Future work may gear towards expanding the model 

and proposing a software architect to conduct an 

application supporting tourism for different cities around 

the world. Based on each characteristic of each destination 

(from keyphrases), a recommendation system could be 

developed to support users in finding their next desired 

destinations. Furthermore, the authors aim to continue 

expanding the applications of the model into different 

languages (rather than English) and various fields, not 

only in tourism. 
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