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Retweeting is an online activity done on the twitter social network. This activity leads to sharing of 

opinions and ideas from one person to another. Predicting retweet decision has been an interesting and 

challenging task since the past decade. Past studies have shown that emotions, sentiments and topic 

specific emotions can influence the retweet decision of the user. However, value systems of an individual 

can also be an important and crucial aspect in predicting the decision of user. Hence, through our work, 

we propose to study retweet prediction as a function of value systems. Our work also presents an 

experimental comparative study with the features used in previous studies. The experimental results using 

the different machine learning algorithms shows that value-systems have a higher performance in 

predicting retweet decision of the user as compared to emotions, sentiments and topic-specific emotions. 

Povzetek: Z metodami strojnega učenja je analiziran problem uporabnikovega odgovora na Twitterju. 

 

1 Introduction 
Social networks are a platform where people meet each 

other virtually. Such platforms allow people to share their 

ideas, thoughts, opinions with each other freely and leads 

to diffusion of information within the network [47]. As the 

content shared by the users is an expression of their 

feelings, sentiments and values, this content can be used 

to predict the user behavior [4]. 

Twitter is a social network famous for micro blogging 

where users express their interests by using the Tweet 

button. These tweets can further be shared by anyone who 

feels or experiences a connection with the author of the 

tweet[32], thus initiating the retweeting mechanism. 

Users on Twitter can have a follower-followee 

relationship between them. If a user A is inspired by 

another user B or finds their interests similar to them, A 

can then opt to follow that user. In such a case, A is said 

to be a follower of B. The user B may or may not follow 

the former user, in the scenario where B does not follow 

A, he/she is said to be a followee of A. 

A retweet is a tweet that is re-shared by a user. A tweet 

prefixed with a symbol RT represents a retweet.  

Research around retweeting mainly addresses three 

research problems: 

1. Whether a tweet will be retweeted by a user 

This problem can be redefined as: Given a tweet, 

whether a user will retweet the tweet or not. 

Studies done in this area focuses on exploring features 

that impact user’s retweet behavior followed by 

building retweet prediction models for the same. 

[33][51][1][47]. 

2. Finding users who will retweet a tweet 

This research problem focuses on finding which 

users will retweet a given target tweet. [26][23]. 

3. Factors that affect the retweet frequency of the tweet 

A lot of research has been done around finding why 

a specific tweet is retweeted more in comparison to 

other tweets. [35][42][5][32][17]. 

This work will be focusing on addressing the first research 

problem calling it as the retweet prediction problem. 

Retweet prediction can be defined as a problem of 

predicting the retweet decisions of a user. This has been a 

very challenging problem as tweets innately are noisy and 

complex. It is through the retweet mechanism that the 

diffusion of information takes place. Understanding 

retweet behaviors and the virality of tweets on social 

media can help us identify influential people who can 

spread the information at a faster pace. This insight is 

useful in applications such as viral marketing and 

emergency response. Predicting which tweets will be 

retweeted by a user can also help in providing 

recommendations to a user to create a personalized 

experience for them.  

The most popular approach for retweet prediction 

starts with building a user profile[8][10][24][25][28]. The 

profile of the user can be extracted from their 

tweet/retweet data. Several factors like URL’s, hashtags 

can be used directly from the timeline of the user to build 

their profile. However, certain information is 

latent/hidden in the content shared by the user. At such 

places, topic extraction can be very useful. 

The topic of the tweet has been found to be a 

promising factor in capturing interests of the user 

[8][10][28][15][46]. In addition to these factors, emotions 

and sentiments can also be employed for this task.  

Emotion represents the mental state of a human being 

whereas sentiments can be viewed as an opinion towards 
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a person or an object. The content written by a user is an 

expression of how he/she feels, making it a good 

representative of their emotions and sentiments. Several 

theories have been proposed to classify human emotions 

but for our work, we use the well-accepted theory by [37]. 

According to this theory, emotions can be classified into 

eight basic types: Anger, Joy, Surprise, Anticipation, 

Sadness, Disgust, Fear and Trust. Sentiments, on the other 

hand can be categorized into either positive or negative. 

For our work, we use the NRC word-emotion lexicon[31] 

to label emotions and sentiments in the content of the 

tweet as it is a well-accepted lexicon for labeling emotions 

and sentiments. The impact of emotions and sentiments on 

retweet prediction have been studied in various 

research[17][21][32][36][11]. 

[11] in their work compared the conjunctive effect of 

using emotion and topic with topic-specific emotion 

model in predicting the retweet decision of the user. They 

proposed that not just the topic, but the emotions and 

sentiments expressed by a user on a topic also correlates 

with user’s decision. They, in their future work, proposed 

to study value systems for the purpose of retweet 

prediction task. This formed the inspiration of our work 

around value systems.  

A value system of an individual denotes the beliefs a 

user carries in their life. This can be learnt from their 

environment including places like family and school. As 

per [41][7], value systems can fall into the following 

classes:  

• Self-Transcendence: This type of value system 

represents values of benevolence and universalism. 

The core beliefs in this category are those of 

wisdom, peace, spirituality, and welfare of general 

public. 

• Self-Enhancement: This is the category where people 

are more interested in their own enhancement and 

growth. They are also inclined towards power and 

authority. 

• Conservation: People who carry this type of value 

system are more traditional and believe in cultural 

values and religion. They tend to conform to the 

rules of the society and are concerned about their 

family security as well as national security. 

• Openness to Change: This value system represents 

people who are adventurous and daring, someone 

who is independent and self-directed. 

• Hedonism: People carrying this type of value system 

tend to be involved in pleasure seeking activities. 

Value systems have been shown as an important factor in 

influencing user decisions as per past 

studies[2][48][39][22][29] ranging from shaping 

leadership styles to influencing voting preferences of a 

user.  

Hence, our work proposes to explore the impact of 

using value systems on retweet decisions of a user.  

Overall, the contributions of this paper can be stated 

as below: 

• Proposing a novel value-based model which uses 

value system related features to predict retweet 

behavior. 

• Proposing feature extraction methodology for value 

related features. 

• Comparing emotion, sentiment, topic-specific 

emotion and value-based models. 

• Experimental results demonstrate the higher 

performance of value-based models as compared to 

emotion, sentiment and topic-specific emotion 

models used. 

The remaining paper is structured as follows. Section 

2 outlines the previous studies performed in this field. 

Section 3 summarizes the statistics and the approach of the 

data collection. Section 4 presents the methodology used 

and the process of feature generation. Section 5 discusses 

the experiments performed followed by Section 6 and 7, 

discussing the results and summarizing the conclusion of 

our work respectively. 

2 Related works 
This section reviews the past work done in the context of 

retweet prediction discussing various features like 

emotions, sentiments and value systems which are 

potential predictors for modeling retweet decisions of a 

user. Retweet Prediction can be approached as either a 

classification problem or a recommendation problem. Our 

work would be using classification to approach the 

problem of retweet prediction. 

The earlier research in retweet prediction were mainly 

studying the factors affecting the retweet mechanism. [4] 

studied the reasons and the conventional styles of 

retweeting. [42] proved the impact of using URL’s, 

hashtags, number of followers and followees on the 

retweet frequency of the tweet. It was shown by [17][36] 

that emotions and sentiments also affect the virality of the 

tweet. The topic of interest was seen as a potential factor 

by [28]. 

Recent studies are focused around predicting retweet 

behavior. [47] used a factor graph model and concluded 

that time of the tweet, user information and the content of 

the tweet can be effective predictors in predicting retweet 

behavior of the user. [33] used the temporal information 

to study the retweeting activity. They used conditional 

random fields for their work. Other research also exploited 

the temporal information of the tweet [14][51]. 

The topical information of the tweet was also studied 

to gauge the influence of topic on the retweet decision of 

the user. [50] used a factor graph model considering user 

attributes, topic information and instantaneity to study the 

retweet behavior. [10] captured short term interests of the 

user by ranking top three topics as the hot topics that the 

user is interested in, at that point in time. [8] used a 

collaborative-based recommendation algorithm 

considering topic as a feature to capture user interests. [11] 

studied the impact of emotions specific to a topic, 

emphasizing that the same person can have different 

emotions for different topics and showed that topic-

specific emotion feature correlates with the retweeting 

behavior of the user. 

Other researchers also showed the importance of topic 

as a factor in retweet mechanism[15][46][28][27]. Author 
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information has also been shown to have influence on 

retweet behavior of the user. 

Recent authors view the retweet prediction as a 

recommendation problem and use matrix factorization 

techniques for the same [45][44][18][19][51]. 

Sentiments and Emotions also have a big impact on 

user posting/re-posting behavior. Emotions represent the 

state of mind of an individual at a specific point in time.   

As   per [37] it can be categorized into eight basic types of 

anger, joy, sadness, disgust, trust, anticipation, surprise 

and fear. Sentiments can be viewed as positive, negative 

opinions of people over an event/person/object. It has been 

proved by several studies that sentiments and emotions 

have an impact on predicting the decisions of the user 

[17][32][36]. [36] in their work, demonstrated that the 

intensity of emotions expressed in a tweet is directly 

proportional to its retweet frequency. [21] used emotions 

and user related features to predict the retweet behavior. 

They concluded that tweets reflecting sadness and anger 

are the most dominating emotions to be retweeted. 

Several tools and techniques have been proposed to 

detect emotions from the content of the tweet. 

These include tools based on parsers, tree taggers and 

lexicon-based techniques to label emotions in text 

[40][21][34][38]. For our work, we employ the use of 

lexicon-based methods to label emotions, sentiments and 

value systems in the content of the tweet. 

An individual learns their personal values from their 

environment since childhood. The value system of an 

individual can be viewed as the core beliefs held by them 

towards someone or something. 

[41] classified value systems into five types of self-

transcendence, conservation, openness to change, 

hedonism, self-enhancement. 

Several works show that the content shared reflects 

the value system of the user [7][12][43][16][9]. 

[43] used the text of the speech to infer values of the 

user. Another work used human annotations and machine-

learning to identify values in text [16]. Some authors built 

a word map for the people reflecting traits of being 

conservative and liberal [9]. [7] also confirmed that the 

content of the tweet can have potential influence for 

labeling the value system of the user by analyzing the 

words related to a specific value system category. Several 

research show that value systems can help shape personal 

decisions of people. [2] showed that personal values of an 

individual can shape their style of leading teams. Another 

work studied value systems and concluded that they can 

impact the travel decisions of young adults [48]. Several 

other works confirm that value systems have a potential 

influence on voting decisions, foreign policy orientations 

and health decisions of an individual [22][39][29]. 

Hence, our work attempts to use value systems to 

explore the impact on retweet decisions of the user 

comparing them with previous state of art models used viz, 

emotions, sentiments, topic-specific emotions. For our 

work, we will be using the valueDict lexicon [20] for 

labeling value systems in the content written by users as it 

is one of the first lexicons to be proposed for the purpose 

of labeling value systems. This lexicon contains words 

associated with each of the value system categories. The 

lexicon was created by taking a set of seed users. For these 

users, their value system and the associated words for each 

value system category were inferred by investigating the 

content written by them in their descriptions and the 

tweets. The strength of the lexicon was increased by 

generating synonyms using word2vec embeddings. A 

validation of the lexicon was applied on an additional set 

of users taking their descriptions as the ground truth label 

for their value system. Table 1 summarizes the findings of 

past studies around sentiments, emotions and topic-

specific emotions in addition to other user and tweet 

features used. 

 

Table 1: Summary of Related Works. 

3 Data collection 
The data for this research was collected through the Twint 

API [49][3]. For this study, we selected a set of 126 seed 

users manually based upon the average activity of the user 

per day. These users had an activity of posting a 

tweet/retweet on an average 4-5 times per day. For these 

users, their latest 700 tweet/retweet data were collected 

which was used in constructing the user-interest profile. 

As a next step, a list of 60 followees each was fetched 

for these users from the Twint API. 

To create the target dataset, we needed to create 

positive and negative samples for each user. We 

considered all the retweets of the user within a given time 

as the positive samples for the target dataset. 

To create the negative samples, we fetched the list of 

retweet authors for each of the seed users.  

A retweet author is the author whose tweets, a seed 

user has retweeted. If these retweet authors were also a 
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i 

followee of the seed user, we collected latest 700 tweets 

of the author within the same timeline of user’s retweets. 

Both datasets were merged together to form a list of 

interesting and non-interesting tweets for each user. This 

process was repeated for all the seed users. The final 

dataset amounted to 17,180 users with 2,15,312 

tweet/retweet data. Table 2 presents a summary of the data 

statistics used. 

 
Table 2: Data Statistics. 

4 Methodology 
To prepare the data for retweet prediction problem, for 

each of the seed user, we prepared a list of interesting and 

non-interesting tweets. The interesting tweets were the 

tweets that the user found interesting and retweeted. 

Whereas, to collect the non-interesting tweets, we 

collected tweets of their followees where the seed user did 

not retweet. This enabled us to create positive and negative 

samples for each of the user. The methodology resulted in 

a total of 2,15,312 tweet/retweet data with 17,180 users.  

4.1 Feature generation 

4.1.1 Value systems 

Value system of an individual is a potential predictor of 

the decisions, they are likely to take in their life. Past 

studies have shown the significance of content-based 

analysis of value systems. Hence, our work uses content 

of the tweet to determine the value system of the user. We 

use the valueDict lexicon for labeling the users with their 

value system [20]. The authors in this study proposed this 

lexicon which contains words relative to each of the value 

system categories. They then used it to study the 

prominent value systems in developing and developed 

regions of the world. 

The following strategy is used to calculate the value 

system for a user in our study: The value system of a user 

can be represented by w dimensions, (where, w=5) 

namely: self-transcendence, self-enhancement, 

conservation, hedonism, openness to change 

V  =     {V1, V2, . . . Vw} 

Suppose, U = {U1, U2, ..Un} be the set of users 
And let Tw i = {Twi1, Twi2….Twiz} be the set of 

tweets for ith user, where 

1 ≤ i ≤ n 

1 ≤ j ≤ zi 

Then let nijk be the number of hits found in the lexicon, 

for each 𝑣𝑘 where 𝑣𝑘∈ V, for a tweet Twij, 

The score of 𝑣𝑘 for a user i, can be then calculated as: 

                          𝑆𝑖𝑘 = ∑ 𝑛𝑖𝑗𝑘
𝑧𝑖
𝑗=1  

Hence, the total score of the value system for a user i, can 

be represented as: 

𝑆 = max{𝑆𝑖𝑘} 

The user is labeled with the value system which has the 

score S.  The value system of a tweet is calculated 

similarly. 

4.1.2 Value similarity score 

This feature intends to capture how similar a target tweet 

is, to user's past interests. 

Suppose a target tweet for a user u, has a value system 
Vj, then the similarity score for this tweet can be calculated 

as: 

𝑆𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦𝑠𝑐𝑜𝑟𝑒 = 𝑇𝑜𝑡𝑎𝑙𝑗/𝑋 

Where Totalj is the total number of tweets/retweets in 

the u’s profile reflecting value system Vj, and X is the total 

number of tweets/retweets posted by u. 

4.1.3 Emotions and sentiments 

Human emotions can be represented by eight basic 

emotions namely, anger, disgust, sadness, trust, joy, 

surprise, fear and anticipation [37]. Our work uses this 

theory of emotions proposed by the author. 

Sentiments can be viewed as the opinions of people 

on certain objects/events. It can be classified into positive 

and negative sentiments. 

For our work, we use the NRC word-emotion lexicon 

[31], to determine the emotion and sentiment score of the 

tweet. Our methodology of extracting emotions and 

sentiments is inspired by [11]. 

For simplicity, we treat emotions and sentiments 

together and calculate a single score for them, therefore, 

we may sometimes refer to this combined score as the 

emotional score of the tweet. Let emotions and sentiments 

be represented by a 10-dimensional vector for a tweet Twi 

for a user i: 

𝐸 = {𝐸𝑆𝑖1,𝐸𝑆𝑖2,…….𝐸𝑆𝑖10} 

Let nki be the number of hits found in the NRC lexicon   

for emotion dimension, ESk , 

where ESk ∈ E, then the emotion/sentiment score for 

ESk can be determined by: 

𝑆𝑖𝑘 =𝑛𝑘𝑖 

To give more weight to the emotions that are 

dominating, we calculate the fraction of the matching 

words found in the lexicon for a tweet Twi, multiplying 

with the number of matching words found in the lexicon. 
The resultant emotional vector for tweet, Twi , is of the   

form: 

{Sik1, Sik2. . . .Sik10} 
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To further simplify, we convert the scores in this 

vector to binary scores based on a threshold as past studies 

have shown that a tweet may reflect more than one 

emotion. We consider the threshold as the mean of the 

emotional scores in the vector. If a score is greater than the 

threshold, we mark it as a 1 else a 0. However, for the 

sentiments, we consider the bigger of the two sentiment 

value based on if the tweet reflects a higher Positive value 

or a higher negative value. 

4.1.4 Topic-specific emotion 

This feature, given the topic of a tweet reflecting certain 

emotional states, captures its similarity with the user’s 

emotional states on this topic. 

To create this feature, we first extracted topic out of a 

tweet using LDA GIBBS sampling method[13]. We then 

used conditional probabilities to extract topic specific 

emotions for the target tweet using the method suggested 

by [11]. 

A target tweet, for a user, in such a case can be 

represented by a vector containing conditional 

probabilities, {𝑃(𝐸𝑆1|𝑇𝑖), 𝑃(𝐸𝑆2|𝑇𝑖) … . 𝑃(𝐸𝑆10|𝑇𝑖)}, 
for all emotion dimensions given a specific topic the user 

is interested in. 

  These conditional probabilities can be defined as: 

𝑃(𝐸𝑆𝑗|𝑇𝑖) = 𝑃(𝐸𝑆𝑗 , 𝑇𝑖)/𝑃(𝑇𝑖) 

Where 𝑃(𝐸𝑆𝑗 , 𝑇𝑖) is the probability of emotion 

dimension ESj and topic Ti occurring together in user’s 

profile and,  

𝑃(𝑇𝑖) is the probability of user’s tweets/retweets 

reflecting topic Ti. 
Mathematically, it can be written as: 

𝑃(𝐸𝑆𝑗 , 𝑇𝑖) = 𝑇𝑜𝑡𝑎𝑙𝑖𝑗/𝑋 

𝑃(𝑇𝑖) = 𝑇𝑜𝑡𝑎𝑙𝑖/𝑋 

where, Totalij are the total number of tweets/retweets 

where emotion ESj and Topic Ti co-occur in user’s profile, 

X is the total number of tweets/retweets posted by the user 

and Totali is the total number of tweets/retweets of the user 

on topic Ti. 

4.1.5 Conventional features 

URL’s and Hashtags 

URL’s and Hashtags have been an important factor in 

determining the retweet decision of the user [46][42][1]. 

For our work, we checked if the URLs and hashtags in the 

target tweet is similar to their user profile. If so, we create 

a score of 1 else a 0. The URLs and hashtags interest were 

taken from the user interest profile. 

User Interest Vector 

Text Similarity is a well-known algorithm for the task of 

retweet prediction [46][42][26][1]. To compute text 

similarity between the target tweet and the past 

tweets/retweets of the user, we create user interest vector 

and interest vector for the target tweet by using word2vec 

algorithm [30]. Cosine Similarity is used to further 

calculate the text similarity between the two vectors. 

5 Experiment 
We performed separate experiments to evaluate value-

based, emotion/sentiment based and topic-specific 

emotion-based models for the task of retweet prediction.  

Conventional features were used in conjunction with these 

models. 

To perform the experiment, the target tweet/retweet 

dataset was divided into training and test set with a test 

ratio of 0.3. Each model was trained on the train set and 

evaluated on the test set. All the models were run using 

four different classifiers: Random Forest, Logistic 

Regression, XGB and GBT. A 10-fold cross-validation 

was performed to get optimal parameter values for the 

models in order to avoid overfitting. 

These experiments were implemented using python 3 

with a PyCharm editor on a machine with a processor of 

2.2 GHz 6-core Intel Core i7 and memory of 16 GB. 

5.1 Data checks and preprocessing 

To prepare the modeling data, several data checks and 

preprocessing techniques were applied including 

skewness checks, handling null values and encoding the 

categorical features. As the target label was highly 

imbalanced, we used SMOTE sampling to balance out the 

imbalance between the class labels [6]. 

5.2 Modeling 

For our work, we built the following models to compare 

the value-based model with previously used models for 

retweet behavior prediction, namely, emotion/sentiment-

based model, topic-specific emotion-based model. We 

also compared our work with one of the baseline models 

proposed in previous studies [15][11]. This baseline 

model is called as the user-interest model. 

5.2.1 Value-based Model (VM) 

This model explores the impact of using user’s value 

systems on their retweet decisions. The model uses 

features based on the value systems viz target value 

system and the similarity score between the target value 

system and value system in the user interest profile.  

5.2.2 Emotion-based Model (EM) 

This model intends to capture the effect of user’s emotions 

and sentiments on their retweet behavior. The model uses 

the 10-dimensional emotion and sentiment score extracted 

by the process described in the Feature generation section. 

5.2.3 Topic-Specific Emotion Model (TSM) 

The topic-specific model was built to investigate the effect 

of topic specific emotions on user’s retweeting decision, 

as different users can express different emotions for a 

specific topic. It uses the 10-dimensional conditional 

probabilities score to predict the retweet decision of the 

user. The probabilities are calculated using conditional 
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probability of an emotion dimension, given a specific 

topic. This tells us how likely the user is to express an 

emotion given a specific topic. 

5.2.4 User Interest Model (UIM) 

This model is used as a baseline model and intends to 

explore the text similarity between the user interest vector 

and the target tweet. The vectors are created using the 

word2vec algorithm. Cosine Similarity is used to infer the 

similarity between user interest vector and target tweet 

vector. 

To calculate the accuracy of our retweet predictions 

models, we used the accuracy metric which can be defined 

as the ratio of number of correctly classified instances to 

the total number of instances.  

 

 

Figure 1: Model Accuracies for a) Value based Model b) 

Emotion based model c) Topic-specific emotion-based 

model d) User Interest Model. 

6 Results and discussion 
All the above models were initially evaluated on the 

accuracy metric. 

Figure 1 shows the accuracies of value-based models 

along with previously used models for the task of 

predicting retweet decision of users. The accuracies are 

calculated using classifiers namely, Random Forest (RF), 

Logistic Regression (LR), XGB (Extreme gradient 

boosting trees), GBT (Gradient boosting trees). The figure 

shows 4 sub-parts demonstrating the accuracies of value-

based model, emotion-based model, topic-specific 

emotion-based model and user interest model 

respectively. 

The value-based model (VM model) uses value 

system and the value similarity score between target tweet 

and user profile. This model has a comparable 

performance across all the classifiers used, with XGB 

performing slightly better than others. 

The emotion-based model (EM model) simply uses 

the 10-dimensional emotion vector as a feature for the 

prediction. As seen in Figure b), this model as well has a 

comparable performance across all classifiers used with a 

slight improvement with the random forest classifier. 

Figure c) shows the topic-specific emotion-based 

model (TSM model) accuracy for the task of retweet 

prediction. It uses the topic-specific emotion feature for 

predicting retweet behavior by using the conditional 

probability of an emotion given a topic in the target tweet. 

For this model, it can be seen that logistic regression 

performs the best when drawn a comparison with other 

classifiers. 

The user-interest model (UIM model) uses the cosine 

similarity between the user interest vector and the target 

vector as a feature. The accuracy of this model varies with 

the type of classifier used. We can see that when using 

logistic regression classifier, this model performs the 

worst but shows a great improvement when tested with 

other classifiers. 

 

Table 3: A comparison of various models on the basis of 

accuracy. 

 

Table 4: A comparison of various models based on 

precision, recall and F1 score. 

Table 3 and 4 shows the comparative performance 

between value-based model with previously used retweet 

prediction models. Table 3 draws a comparison between 

different models based on accuracy. We used four 

classifiers viz, Random Forest, XGB, GBT and Logistic 

Regression, for each of the models to be compared. 

 The user-interest model (UIM model) uses the cosine 

similarity between the user interest vector and the target 

vector as a feature. The topic-specific emotion-based 

model (TSM model) uses the topic-specific emotion 

feature for predicting retweet behavior. It uses the 

conditional probability of an emotion given a topic in the 

target tweet.  Emotion-based model (EM model) simply 

uses the 10-dimensional emotion vector as a feature for 

the prediction. Value based model (VM model) on the 
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other hand, uses value system and the value similarity 

score between target tweet and user profile.  

As it can be seen, the UIM model achieves the worst 

performance as compared to other models. This is in 

conformance to our expectation as previous studies use 

this model as a baseline [15][11]. TSM model shows a 

better performance than the EM model across all 

classifiers, however, EM model has an improved accuracy 

with Random Forest classifier. This indicates that mutual 

effect of topic and emotions can be treated as a comparable 

feature to the use of emotions for predicting retweet 

behaviors.  

Comparing VM model to TSM and EM model, VM 

model has an improved accuracy across all classifiers.  

This indicates that using value systems of an 

individual can prove to be potential predictor of their 

retweet decision. Also, we believe that the use of 

word2vec model to generate similar words for the 

valueDict lexicon captures the underlying contextual 

information in the content which when used to label the 

value systems of users helps in having a higher 

performance for the retweet prediction task.  

Accuracy is a good metric when the distribution of our 

target is balanced. However, in case of imbalanced 

classes, it is good to evaluate our test set based on other 

metrics like precision, recall and F1 score.  

Precision is the ratio of correctly classified true 

instances to total classified instances as positive. Recall is 

the ratio of correctly identified true positives to the total 

instances that were originally positive. 

Precision can be also written as: 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = 𝑇𝑟𝑢𝑒𝑃𝑜𝑠𝑡𝑖𝑣𝑒𝑠/(𝑇𝑟𝑢𝑒𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠
+ 𝐹𝑎𝑙𝑠𝑒𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠) 

 Recall can also be expressed as in: 

𝑅𝑒𝑐𝑎𝑙𝑙 = 𝑇𝑟𝑢𝑒𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠/(𝑇𝑟𝑢𝑒𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠
+ 𝐹𝑎𝑙𝑠𝑒𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑠) 

F1 score is a metric that represents the harmonic mean 

of precision and recall. It is important to look at this metric 

as a model with a very high precision and a very low recall 

is also not considered to be a useful model. Hence F1 score 

provides a mean to judge the performance of both metrics. 

Hence, we present a comparison based on evaluation 

metrics that we used for our test set, namely, precision, 

recall and F1 score in Table 4. 

The Table presents a comparison between our 

proposed value-based model with the previous state of art 

models used for the given classification task. 

A similar pattern as that in accuracy can be seen in 

these metrics while comparing across the different 

models. The precision of the VM model proves to be 

higher as compared to TSM, EM and UIM models across 

all classifiers. This again proves the ability of using value 

systems as a feature for the retweet prediction.  

Comparing the TSM and EM model in terms of 

precision, we can see that TSM model shows a higher 

precision when used with all classifiers except Random 

Forest. This proves again that both features can be said to 

be potential predictors rather than one being superior to 

the other.  

Looking at the recall, we see that almost all the 

models have a comparable performance, with VM model 

having a slightly better performance than others. 

However, to have a look at both the measures jointly, 

we consider the harmonic mean of precision and recall, 

used as F1 score for our evaluation. Through the results, 

we can see that VM model has a higher F1 score as 

compared to all the other models. 

As expected, the baseline using UIM Model has a 

lower performance for all the metrics. 

These results confirm the importance of value systems 

as a potential predictor of retweet behaviors in addition to 

state of art features previously used: emotions, sentiments, 

and topic-specific emotions. This work can be used in all 

the applications of retweet prediction including viral 

marketing, emergency response and tweet 

recommendation. Value Systems of an individual can also 

be used in practice to identify spammers. 

7 Conclusion 
Predicting retweet decisions of a user is a challenging 

problem. The retweet behavior of a user correlates with 

factors like emotions, sentiments, topic-specific emotions 

as studied and showed by the past studies. Value systems 

have also been shown in the past studies as an important 

predictor of user decisions, however, its impact was not 

yet explored in the domain of retweet prediction. Hence, 

in this work, our objective was to explore the impact of 

value systems on the retweet decisions of the user. Value 

Systems, being a latent attribute of a user have a potential 

to have a good predictive power in deciphering retweet 

behavior of the user. We presented a value-based model 

explaining the methodologies to extract value related 

features. We also compared our model with previous state 

of art models used. Through different experiments, our 

work shows that value systems, are indeed an important 

factor in predicting retweeting decisions of the user. The 

future work of our paper includes studying and comparing 

other state of art models with value-based models. 
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