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Forecasting stock market behavior has received tremendous attention from investors and researchers for 

a very long time due to its potential profitability. Predicting stock market behavior is regarded as one of 

the extremely challenging applications of time series forecasting. While there is divided opinion on the 

efficiency of markets, numerous empirical studies which are widely accepted have shown that the stock 

market is predictable to some extent. Statistical based methods and machine learning models are used to 

forecast and analyze the stock market. Machine learning (ML) models typically perform better than those 

of statistical and econometric models. In addition, performance of ensemble ML models is typically 

superior to those of individual ML models. In this paper, we study and compare the efficiency of tree-

based ensemble ML models (namely, Bagging classifier, Random Forest (RF), Extra trees classifier (ET), 

AdaBoost of Bagging (ADA_of_BAG), AdaBoost of RandomForest (ADA_of_RF), and AdaBoost of 

ExtraTrees (ADA_of_ET)). Stock data randomly collected from three different stock exchanges were used 

for the study. Forty technical indicators were computed and used as input features. The data set was spilt 

into training and test sets. The performance of the models was evaluated with the test set using accuracy, 

precision, recall, F1-score, specificity and AUC metrics. Kendall W test of concordance was used to rank 

the performance of the different models. The experimental results indicated that AdaBoost of Bagging 

(ADA_of_BAG) model was the highest performer among the tree-based ensemble models studied. Also, 

boosting of the bagging ensemble models improved the performance of the bagging ensemble models. 

Povzetek: Z Adaboost algoritmi na osnovi dreves je analizirano dogajanje na borzah. 

 

1 Introduction  
Forecasting stock market behavior has received 

tremendous attention from investors, and researchers for a 

very long time due to its potential profitability (Bacchetta, 

et al, 2009; Campbell & Hamao, 1992; Granger & 

Morgenstern, 1970; Lin, et al, 2009; Rajashree & Pradipta, 

2016; Weng et, al, 2018). It offers investors the 

opportunity to be proactive and take decisions which are 

knowledge-driven in order to gain good returns on their 

investments with less risk.  Predicting stock market 

behaviour is regarded as one of the extremely challenging 

applications of time series forecasting. The stock market 

is affected by factors, such as economic policies, 

government decrees, political situations, psychology of 

investors, and so on (Tan, et al, 2007). These factors make 

the market very dynamic, nonlinear and complex, 

nonparametric, and chaotic nature (Abu-Mostafa & Atiya, 

1996). While there is divided opinion on the efficiency of 

markets, numerous empirical studies which are widely 

accepted have shown that the stock market is predictable 

to some extent (Bollerslev, et al, 2014; Chen, et, al, 2003; 

Feuerriegel, & Gordon, 2018; Kim, et al, 2011; Phan, et, 

al, 2015). Statistical based methods and machine learning 

models are used to forecast and analyze the stock market. 

The statistical based approaches are not able to predict the 

stock market very well due the chaotic, noisy and 

nonlinear in nature of the market. Contrary to statistical 

approaches, machine learning methods are able deal with 

the dynamic, chaotic, noisy, and nonlinear data of the 

stock market and have been widely used for a more 

accurate forecasting of stock market (Enke & Mehdiyev 

2013; Hsu, et al, 2016; Meesad & Rasel, 2013; 

Thawornwong & Enke 2004; Rather et al. 2015). From the 

literature, application of machine learning models in stock 

market prediction can be grouped into a.) application of 

individual/single machine learning (ML) models 

(Alkhatib, et al, 2013; Chong et al, 2017; Guresen, et al, 

2011; Khansa & Liginlal 2011; Meesad & Rasel 2013; 

Patel et al. 2015a; Tsai & Hsiao 2010; Wang, et al, 2011; 

Zhang & Wu 2009). b.) application of ensemble machine 

learning models. (Araújo, et al, 2015; Booth, et al, 2014; 

Chen, et al, 2007; Hassan, et al, 2007; Patel et al. 2015b; 

Rather et al, 2015; Wang, et al, 2012; Wang, et al, 2015). 

The ensemble models create several individual models to 

make predictions and then aggregate the outcomes of each 

individual model to make a final prediction. The 

performance of ensemble models is better than that of 

individual models as the ensemble models reduce the 

generalization error of the predictions. The dominance of 

ensemble models over individual models has been 

demonstrated in the field of financial expert systems 

(Chen et al., 2007; Haung et al, 2008; Tsai et al., 2011). 

Hence, in this work, we study and compare the 

effectiveness of tree-based bagging ensemble machine 
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learning models and the impact of Boosting on the tree-

based bagging ensemble models. Specifically, the study 

compares the effectiveness of the following classifiers: 

Random forest classifier (RF), Bagging classifier (BAG), 

and Extra trees classifier (ET), AdaBoost of 

RandomForest classifier (ADA_of_RF) model, AdaBoost 

of Bagging classifier (ADA_of_BAG) model and 

AdaBoost of ExtraTrees classifier (ADA_of_ET) models 

in forecasting one-day ahead stock price movement. 

2 Related studies 
There have been a number of research studies on 

forecasting stock market behavior with machine learning 

algorithms. In this section, we provide a review of some 

of these studies. Tsai, et al, (2011) studied the performance 

of ensemble classifiers in analyzing stock returns. They 

considered the hybrid approaches of majority voting and 

bagging. They compared the performance homogeneous 

and heterogeneous ensemble classifiers with those of 

single baseline classifiers (decision trees, neural networks, 

and logistic regression). The experimental results 

indicated that ensemble classifiers outperformed the 

single classifiers in terms of prediction. In terms of 

prediction accuracy, there was no significant difference 

between majority voting and bagging, however, the 

majority voting had better stock returns than the bagging. 

Finally, the homogeneous neural networks ensemble 

classifiers produced the best performance by majority 

voting when predicting stock returns. Huang et al, (2008) 

applied wrapper approach to select subset of optimal 

features from the initial feature set of 23 technical indices 

and then employed an ensemble voting scheme that 

combines different classifiers to forecast the trend in 

Korea and Taiwan stock markets. Experimental outcome 

shows that the wrapper approach is able to produce better 

performance than the commonly used features filters, 

including 𝜒2 Statistic, Information gain, ReliefF, 

Symmetrical uncertainty and CFS. In addition, the 

proposed ensemble voting scheme performed better than 

the single classifier such as SVM, kth nearest neighbor, 

back-propagation neural network, decision tree, and 

logistic regression. Lunga & Marwala, (2006) investigated 

the predictability of direction of movement of stock 

market with Learn++ algorithm by predicting the daily 

movement direction of the Dow Jones. The Learn++ 

algorithm is derived from the AdaBoost algorithm. The 

framework was implemented with multi-layer Perceptron 

(MLP) as a weak Learner. Initially, a weak learning 

algorithm, which attempts to learn a class concept with a 

single input Perceptron, is established. The Learn++ 

algorithm is applied to improve the learning capacity of 

the weak MLP and introduces the concept of online 

incremental learning. The proposed framework can adapt 

as new data are introduced and is able to classify. Balling 

et al, (2015) compared the performance of ensemble 

classifier models (Random Forest, AdaBoost and Kernel 

Factory) against individual classifier models (Neural 

Networks, Logistic Regression, SVM, and K-Nearest 

Neighbor). They used data from 5767publicly listed 

European companies and AUC metric to evaluate the 

models. The experimental results indicated that Random 

Forest was the best performer with SVM, Kernel Factory, 

AdaBoost, Neural Networks, K-Nearest Neighbors and 

Logistic Regression following in that order. Nayak et al, 

(2016) made an attempt to predict stock market trend. Two 

models, one for daily prediction and the other for monthly 

prediction were built. Three supervised machine learning 

algorithms namely Decision Boosted Tree, Support 

Vector Machine, and Logistic Regression were used. With 

the daily prediction model, historical stock price data were 

combined with sentiment data. An accuracy of up to 70% 

were observed using the supervised machine learning 

algorithms on daily prediction model. It was observed that 

Decision Boosted Tree performed better than Support 

Vector Machine and Logistic Regression.  The monthly 

prediction models were used to evaluate the similarity 

among any two different months trend. The evaluation 

demonstrated that trend of one month were least correlated 

with the trend of other months. Khan et al, (2020) 

employed machine learning algorithms on social media 

and financial news data to establish the influence of this 

data on stock market prediction accuracy for ten 

subsequent days. In order to improve performance and 

quality of predictions, the authors performed feature 

selection and spam tweets reduction on the data sets. In 

addition, experiments to determine stock markets that are 

difficult to predict and those that are more influence by 

social media and financial news. A comparison of results 

of different algorithms to find a consistent classifier was 

done. Deep learning is used and some classifiers are 

ensembled. The experimental outcome showed that 

highest prediction accuracies of 80.53% and 75.16% were 

attained using social media and financial news, 

respectively. Also, the results showed that, the New York 

and Red Hat stock markets are difficult to predict, the New 

York and IBM stocks are strongly influenced by social 

media, while London and Microsoft stocks are strongly 

influenced by financial news. Random forest classifier 

proved to be consistent and provided the highest accuracy 

of 83.22% by its ensemble. Nti et al, (2020), conducted a 

comparative analysis of ensemble machine learning 

techniques including boosting, bagging, blending and 

super learners (stacking). The authors build 25 different 

ensembled regressors and classifiers Using Decision Trees 

(DT), Support Vector Machine (SVM) and Neural 

Network (NN). A comparison of their execution times, 

accuracy, and error metrics over stock-data from Ghana 

Stock Exchange (GSE), Johannesburg Stock Exchange 

(JSE), Bombay Stock Exchange (BSE-SENSEX) and 

New York Stock Exchange (NYSE), from 2012 to 2018 

was undertaken. The experimental results showed that 

stacking and blending ensemble techniques provide higher 

prediction accuracies (90–100%) and (85.7–100%) 

respectively, as compared with that of bagging (53–

97.78%) and boosting (52.7–96.32%). Also, the root 

means square error obtained by stacking (0.0001–0.001) 

and blending (0.002–0.01) provided a better fit of 

ensemble classifiers and regressors based on these two 

techniques in market analyses in comparison with bagging 

(0.01–0.11) and boosting (0.01–0.443). The outcomes 

suggested that studies in the domain of stock market 
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direction prediction ought to include ensemble techniques 

in their sets of algorithms. Vijha et al, (2020) utilized 

artificial neural network and random forest techniques to 

predict the next day closing price for five companies 

which belong to different sectors of operation. The authors 

generated new variables which are used as inputs to the 

model from the financial data: Open, High, Low and Close 

prices of stocks. The evaluation of the models was done 

using standard RMSE and MAPE. 

3 Method 
The stock data were subjected to (i) data cleaning; to deal 

with the missing and erroneous values, (ii) data 

normalization; to ensure that, the machine learning models 

perform well. Each dataset was split into training and test 

sets for the purpose of this experiment. The training set 

was made up of the initial 70% of the data set, and the final 

30% of the data set constituted the test set. Each model 

was trained with the training set and evaluated using the 

test set.  

3.1 Data and features 

For this research study, we randomly collected ten 

different stock data from three different stock markets 

(namely NYSE, NASDAQ, and NSE) through the yahoo 

finance API. The data from the following companies and 

indices are used: Apple Inc. (‘AAPL’), Abbott 

Laboratories (‘ABT’), Bank of America Corp (‘BAC’), 

Exon mobile corporation (‘XOM’), S&P_500 Index, 

Microsoft Corporation (‘MSFT’), Dow Jones Industrial 

Average Index (‘DJIA’), CarMax Inc. (‘KMX’), Tata 

Steel Limited (‘TATASTEEL’), and HCL Technologies 

Ltd (‘HCLTECH’). Table 1 provides a description of the 

data sets used.  To ensure generalizability of results, forty 

(40) technical indicators are computed from the original 

OHLCV data and used as input features. These technical 

indicators are selected from four categories of technical 

indicators which are volume indicators, price transform, 

overlap studies, and momentum indicators. The details of 

these technical indicators are provided by table 10-13 in 

the appendix section. 

3.2 Feature scaling 

The input features have different range of values. Hence, 

we apply standardization scaling (z-score) to bring all the 

input features within the same range. The z-score centres 

values around the mean with a unit standard deviation. The 

scaling of input features assures that the larger value 

features do not overwhelm smaller value inputs, and also 

helps minimize the prediction errors (Kim, 2003). 

𝒛(𝒙) = (𝒙[: , 𝒊] − 𝝁𝒊)/𝝈𝒊                                         (1) 

Where 𝜇𝑖 = mean of the ith   feature,  𝜎𝑖 = standard 

deviation of the ith  feature. 

3.3 Machine learning algorithms 

The study considered and compared the efficacy of 

Random forest classifier (RF), Bagging classifier (Bag), 

and Extra trees classifier (ET), AdaBoost of 

RandomForest (ADA_of_RF) model, AdaBoost of 

Bagging (ADA_of_BAG) model and AdaBoost of 

ExtraTrees (ADA_of_ET) in forecasting one-day ahead 

stock price movement. A discussion of these machine 

learning (ML) algorithms is presented here. 

3.3.1 AdaBoost algorithm 

AdaBoost is an ensemble/meta-learning approach that 

builds a strong classifier as a linear combination in an 

iterative way. In every iteration, it makes a call to a weak 

learning algorithm (the base learner) which returns a 

classifier, and gives a weight coefficient to it. AdaBoost 

tweaks subsequent base learners in favor of those 

instances misclassified by preceding classifiers. The 

outcome of the weak learners is aggregated into a 

weighted sum that represents the final outcome of the 

boosted classifier. The final output of the boosted 

classifier is decided by a weighted “vote” of the base 

classifiers. The smaller the error of the base classifier, the 

larger is its weight in the final vote (Freund & Schapire, 

1996). AdaBoost is sensitive to outliers and noisy data. 

AdaBoost ML algorithm is given by algorithm 1 below. 

3.3.2 Decision tree algorithm 

Decision tree is a hierarchical tree structure that is used to 

determine the class label of instances based on a series of 

if-then rules about the features /attributes of the class. A 

decision tree consists of nodes (root, internal, and leaf), 

and branches. The root and internal nodes specify a test 

condition on a feature, each branch represents one of the 

possible values of the feature, and each leaf node contains 

a class label. To classify an instance, we start from the root 

node and apply the test condition to the instance and 

follow the branch with the value corresponding to the test 

outcome. This will take us to either an internal node, for 

which another test condition is executed, or to a leaf node. 

Data Set 
Stock  

Market 
Time Frame 

Number of 
Sample 

AAPL NASDAQ 
2005-01-01 to 

2019-12-30 
3774 

ABT NYSE 
2005-01-01 to 

2019-12-30 
3774 

BAC NYSE 
2005-01-01 to 

2019-12-30 
3774 

XOM NYSE 
2005-01-01 to 

2019-12-30 
3774 

S&P_500 INDEXSP 
2005-01-01 to 

2019-12-30 
3774 

MSFT NASDAQ 
2005-01-01 to 

2019-12-30 
3774 

DJIA INDEXDJX 
2005-01-01 to 

2019-12-30 
3774 

KMX NYSE 
2005-01-01 to 

2019-12-30 
3774 

TATASTEEL NSE 
2005-01-01 to 

2019-12-30 
3279 

HCLTECH NSE 
2005-01-01 to 

2019-12-30 
3477 

Table 1: Description of the data sets. 
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The class label contained in the leaf node is assigned to 

the instance (Rokach & Maimon, 2008). 

3.3.3 Bagging algorithm 

A Bagging classifier is an ensemble classifier which 

generates multiple base learners (decision tree) and fits 

each of these base learners on random subsets of the initial 

dataset and then combine their individual predictions 

(through voting or averaging) to produce a final 

prediction. All the base learners are trained in parallel with 

the new training sets which are generated by randomly 

drawing N samples with replacement from the original 

training dataset – where N is the size of the original 

training set. The training set for each base learner is 

independent of the one another. Since the training set for 

each base learner is generated by resampling initial 

training data set with replacement, some instances may 

appear many times while others may not appear. If 

perturbing the training set can cause significant changes in 

the models built, then bagging can increase accuracy 

(Breiman, 1996). Bagging is less sensitivity to outliers and 

noise, and has a parallel structure for efficient 

implementations. It is a technique that reduces the 

variance of an estimated prediction function. 

3.3.4 Random forest algorithm 

Random Forest constructs an ensemble of de-correlated 

trees and aggregates them to improve upon the robustness 

and performance of the decision trees (Breiman, 2001). 

Each tree is trained with a bootstrap sample from the 

original training data. In addition, a subset of features is 

selected randomly from the full set of original features to 

grow the tree at each node. To establish the class label of 

a new instance, each decision tree delivers a class label for 

this instance, and random forest then aggregates the class 

labels predicted and selects the most voted prediction as 

the label for the new instance. Since RF searches for the 

best feature among a random subset of features, it leads to 

a wide diversity that generally produce a better model. RF 

can handle larger input datasets. 

3.3.5 Extra trees algorithm 

Extra trees algorithm is a tree-based ensemble machine 

learning algorithm. ET constructs an ensemble of base 

learners (decision trees) using the classical top-down 

procedure. The predictions of all the trees are combined to 

generate the final prediction through majority vote. ET is 

similar to RF in that it constructs the trees and split nodes 

with random subsets of features. However, ET differs 

from RF on two main counts which are (i) ET uses the 

entire training data to grow the trees (instead of a bootstrap 

replica). (ii) ET splits nodes by selecting split-points fully 

at random. The randomization of the cut-point and 

features together with ensemble averaging reduces 

variance while the use of the entire original training 

sample minimizes bias (Geurts, et al, 2006). ET is 

computationally efficient. 

3.4 Hyperparameter optimization 

Machine learning algorithms have a set of 

hyperparameters, and these hyperparameters determine 

how the model is structured. Our aim is to find the right 

combination of values for these hyperparameters which 

will ensure that the machine learning models perform at 

their best. In this work, we set the hyperparameters of the 

various machine learning algorithms using Bayesian 

hyperparameter optimization technique (Feurer & Hutter, 

2019). Bayesian hyperparameter optimization (BHO) is an 

iterative technique which has two basic ingredients: a 

probabilistic surrogate model and an acquisition function 

to choose the next point to evaluate. In each iteration, the 

surrogate model is trained on all observations of the target 

function made so far. The acquisition function then 

determines the usefulness of various candidate points, 

trading off exploration and exploitation. It is much 

cheaper to compute the acquisition function than to 

evaluate the blackbox function. Therefore, BHO provides 

an efficient and cheap way to select good hyperparameter 

for ML models (Bergstra et al, 2011). 

Input 

Given instances: ( ) ( )1, 1 ,... m mx y x y ; x X→ , with 

labels yi ∈ Y =  {−1, +1} 

Initialize: ( )
1

tD i
m

=  for 1,...,i m= .  

for 1,...,t T= : 

1. Call and train a weak learner which returns the 

weak classifier :th X  → {−1, 1} with 

minimum error with respect to distribution 
tD  

 

2. Compute the error of :th  

( )rP
it D t i ih x y =      

3. Select 
11

ln
2

t
t

t






 −
=  

 
  

4. Update the distribution 

1

( )exp( ( ))
( ) t t i t i
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t

D i y h x
D i

Z
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−
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where 
tZ  a normalization constant is chosen such that 

1tD +
 is a distribution 

Output: 

The final hypothesis: ( )
1

( )
T

t t

t

H x sign h x
=

 
=  

 
   

Algorithm 1: AdaBoost ML algorithm (Freund & 

Schapire, 1996). 
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3.5 Evaluation metric 

The following classical quality evaluation metrics are used 

to evaluate the performance of the tree-based AdaBoost 

ensemble ML models: (a) Accuracy, (b) Precision, (c) 

Recall, (d) F-measure, (e) Specificity, (f) Area under 

receiver operating characteristics curve (AUC-ROC).  

Accuracy: measures the overall number of 

predictions that the model gets right  

𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑡𝑝+𝑡𝑛

𝑡𝑝+𝑡𝑛+𝑓𝑝+𝑓𝑛
                                  (2) 

F1-score: provides a harmonic mean of precision and 

𝐹1_𝑠𝑐𝑜𝑟𝑒 =
2×𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛×𝑟𝑒𝑐𝑎𝑙𝑙

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑟𝑒𝑐𝑎𝑙𝑙
                          (3) 

Specificity: assesses how well the classifier is able to 

identify negative instances.  

𝑠𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =
𝑡𝑛

𝑡𝑛+𝑓𝑝
                                               (4) 

Where tp = true positive, fp = false positive, tn  = 

true negative, and fn   = false negative 

ROC curve:  shows the trade-off between true 

positive to false positive rates.  

AUC: it tells a model’s ability to discriminate 

between positive and negative instances. The worst AUC 

is 0.5, and the best AUC is 1.0. 

4 Results and discussion 
The performances of the different tree-based ensemble 

ML models on the stock data sets are summarized and 

discussed in this section. 

Table 2 displays the accuracy results of the tree-based 

ensemble models on the various stock data. From this 

table, the accuracy values of ADA_of_BAG was the best 

on AAPL, S&P_500, BAC and HPCL stock data sets. 

Similarly, Bag recorded the highest accuracy values on 

KMX and TATASTEEL stock data sets. ADA_of_RF 

obtained the highest accuracy value on the ABT data set. 

Data Sets Bag RF ET ADA_of_ BAG ADA_of_RF ADA_of_ET 

AAPL 0.9065 0.8982 0.8861 0.9093 0.9019 0.8824 

ABT 0.8232 0.8898 0.8852 0.8889 0.8963 0.8843 

KMX 0.9176 0.9167 0.8889 0.9139 0.9102 0.8722 

S&P_500 0.9111 0.9019 0.8852 0.9157 0.9046 0.8926 

TATASTEEL 0.9442 0.9378 0.9067 0.9378 0.9356 0.9088 

HPCL 0.9203 0.9193 0.9021 0.9294 0.9203 0.8981 

BAC 0.9028 0.8870 0.8704 0.9065 0.8917 0.8917 

Mean 0.9037 0.9072 0.8892 0.9145 0.9087 0.8900 

Table 2: Accuracy Scores of the tree-based ensemble models. 

Data Sets Bag RF ET ADA_of_ BAG ADA_of_RF ADA_of_ET 

AAPL 0.9130 0.9060 0.8928 0.9160 0.9080 0.8881 

ABT 0.8210 0.8996 0.8944 0.8936 0.9038 0.8914 

KMX 0.9190 0.9185 0.8911 0.9154 0.9125 0.8727 

S&P_500 0.9184 0.9099 0.8901 0.9214 0.9123 0.8988 

TATASTEEL 0.9448 0.9387 0.9085 0.9387 0.9363 0.9091 

HPCL 0.9217 0.9205 0.9046 0.9303 0.9209 0.9003 

BAC 0.9077 0.8939 0.8772 0.9119 0.8992 0.8992 

Mean 0.9065 0.9124 0.8941 0.9182 0.9133 0.8942 

Table 3: F1 Scores of the tree-based ensemble models. 

Data Sets Bag RF ET ADA_of_ BAG ADA_of_RF ADA_of_ET 

AAPL 0.8926 0.8748 0.8847 0.8907 0.8966 0.8926 

ABT 0.9002 0.8543 0.8603 0.9102 0.8822 0.8822 

KMX 0.9328 0.9271 0.9002 0.9290 0.9156 0.9002 

S&P_500 0.9080 0.8978 0.9284 0.9325 0.9018 0.9182 

TATASTEEL 0.9457 0.9348 0.8978 0.9348 0.9348 0.8978 

HPCL 0.9255 0.9275 0.8986 0.9400 0.9358 0.8986 

BAC 0.8660 0.8377 0.8302 0.8604 0.8321 0.8321 

Mean 0.9101 0.8934 0.8857 0.9139 0.8998 0.8888 

Table 4: Specificity Scores of the tree-based ensemble models. 

DataSets Bag RF ET ADA_of_ BAG ADA_of_RF ADA_of_ET 

AAPL 0.9648 0.9645 0.9562 0.9665 0.9633 0.9469 

ABT 0.9263 0.9453 0.9564 0.9645 0.9578 0.9516 

KMX 0.9756 0.9677 0.9558 0.9750 0.9662 0.9453 

S&P_500 0.9548 0.9646 0.9623 0.9708 0.9684 0.9608 

TATASTEEL 0.9832 0.9814 0.9730 0.9821 0.9809 0.9725 

HPCL 0.9766 0.9726 0.9704 0.9792 0.9722 0.9671 

BAC 0.9644 0.9584 0.9507 0.9716 0.9660 0.9512 

Mean 0.9637 0.9649 0.9607 0.9728 0.9678 0.9565 

Table 5: AUC Scores of the tree-based ensemble models. 
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Figure 1: Boxplot of accuracy results of the tree-based 

ensemble models on the test datasets. 

 

Figure 2: Boxplot of F1-Scores of the tree-based ensemble 

models on the test datasets. 

 

Figure 3: Boxplot of Specificity of the tree-based 

ensemble models on the test datasets. 

 

Figure 4: Boxplot of AUC results of the tree-based 

ensemble models on the test datasets. 

Overall, the mean accuracy value of ADA_of_BAG was 

the best among all the tree-based ensemble algorithms. 

Boosting of the bagging algorithms (ADA_of_ BAG, 

ADA_of_RF and ADA_of_ET) improved the mean 

accuracy values of their respective bagging algorithms 

(Bag, RF and ET). Figure 1 presents the box plot of the 

accuracy values of the various models.  

Table 3 presents the F1-Scores of the tree-based 

ensemble models on the various stock data. 

ADA_of_BAG obtained the highest F1-Score on AAPL, 

S&P_500, BAC and HPCL stock data sets. Also, Bag 

recorded the highest accuracy values on KMX and 

TATASTEEL stock data sets. ADA_of_RF achieved the 

best F1-Score on the ABT stock data set. In general, the 

mean F1-value of ADA_of_BAG was the best among all 

the tree-based ensemble algorithms. In addition, boosting 

of the bagging algorithms (ADA_of_ BAG, ADA_of_RF 

and ADA_of_ET) improved the mean F1 values of their 

respective base bagging algorithms (Bag, RF and ET). 

Figure 2 presents the box plot of the F1-Scores of the 

various models.  

Table 4 shows the specificity results of the tree-based 

ensemble models on the various stock data. 

ADA_of_BAG had the highest specificity on ABT, 

S&P_500 and HPCL stock data sets. Also, Bag obtained 

the highest specificity on KMX, TATASTEEL and BAC 

stock data sets. ADA_of_RF achieved the highest 

specificity on the ABT stock data set. The mean specificity 

value of ADA_of_BAG was the best among all the tree-

based ensemble algorithms. Moreover, boosting of the 

bagging algorithms (ADA_of_ BAG, ADA_of_RF and 

ADA_of_ET) improved the mean specificity results of 

their respective base bagging algorithms (Bag, RF and 

ET). Figure 3 presents the box plot of the specificity 

results of the various models. 

Table 5 presents the AUC results of the tree-based 

ensemble models on the various stock data. 

ADA_of_BAG performed better than the other models on 

AAPL, ABT, S&P_500, BAC and HPCL stock data sets. 
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Similarly, the performance of Bag was higher than the 

other models on KMX and TATASTEEL stock data sets. 

In general, the mean AUC of ADA_of_BAG was the best 

among all the tree-based ensemble algorithms. In addition, 

boosting of the bagging algorithms Bag and RF 

(ADA_of_ BAG and ADA_of_RF) recorded a better 

mean AUC value than their respective base bagging 

algorithms (Bag and RF). Figure 4 shows the box plot of 

the AUC results of the various models.  

Figure 5-11 shows the ROC curves of all the tree-

based ensemble models considered in this study on the 

AAPL, ABT, KMX, S&P_500, TATASTEEL, HPCL and 

BAC stock data sets respectively. 

 

Figure 5: ROC curve of the tree-based ensemble models 

on AAPL stock data set. 

 

Figure 6: ROC curve of the tree-based ensemble models 

on ABT stock data set. 

 

Figure 7: ROC curve of the tree-based ensemble models 

on KMX stock data set. 

 

Figure 8: ROC curve of the tree-based ensemble models 

on S&P_500 stock data set. 

 

Figure 9: ROC curve of the tree-based ensemble models 

on HPCL stock data set. 
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Figure 10: ROC curve of the tree-based ensemble models 

on TATASTEEL stock data set. 

 

Figure 11: ROC curve of the tree-based ensemble models 

on S&P_500 stock data set. 

The Kendall’s coefficient of concordance (W) is 

applied to rank the efficiency of the different tree-based 

AdaBoost ensemble models. This test is a measure that 

applies ranks to establish an agreement among raters 

(Kendall & Babington, 1939). It determines the agreement 

among diverse raters who are evaluating a given set of n 

objects. Depending on the area where it is being applied, 

the raters can be variables, characters, and so on. The 

raters are the different data sets in this articleKendall’s 

coefficient of concordance has been applied in many 

researches including Kendall's Coefficient of 

Concordance for Sociometric Rankings with Self 

Excluded by Gordon et al, (1971), Use of Kendall's 

coefficient of concordance to assess agreement among 

observers of very high-resolution imagery by Gearhart et 

al, (2013), Measuring and testing interdependence among 

random vectors based on Spearman’s ρ and Kendall’s τ by 

Zhang & Wang, (2020), In this study a cut-off value of 

0.05 for the significance level (p-value) is used. The 

Kendall’s coefficient is considered to be significant and 

having the capability of giving an overall ranking when 

p<0.05. At p = 0.05, the critical value of chi-square (𝜒2 )  

for five (5) degrees of freedom is 11.07. The degrees of 

freedom equal the total number of ML algorithms (which 

is six) minus one. The results of Kendall's coefficient of 

concordance are given by tables 6-9 below using accuracy, 

precision, recall, F1-score, specificity, and AUC 

respectively. 

Table 6 shows that Kendall's coefficient using the 

accuracy metric is significant (p<0.05, 𝝌𝟐>11.07) and 

that the performance of ADA_of_BAG model is the best 

among the ensemble methods. The overall ranking is 

ADA_of_BAG >Bag > ADA_of_RF > RF > ADA_of_ET 

>ET.  

Table 7 presents that Kendall's coefficient using the 

F1-Score metric is significant (p<0.05, 𝝌𝟐>11.07) and the 

performance of ADA_of_BAG model is the best among 

the ML ensemble models. The overall ranking is 

ADA_of_BAG >Bag > ADA_of_RF > RF > ET > 

ADA_of_ET.  

Table 8 demonstrates that Kendall's coefficient using 

the specificity metric is significant (p>0.05, 𝝌𝟐<11.07), 

and ADA_of_BAG had the highest rank. The overall 

ranking is ADA_of_BAG >Bag >ADA_of_RF > RF = 

ADA_of_ET > ET. 

Table 9 demonstrates that Kendall's coefficient using 

the AUC metric is significant (p<0.05, 𝝌𝟐>11.07) and the 

performance of ADA_of_BAG model has the best rank 

Metric W 2  p  Ranks       

Accuracy 0.61 21.29 0.00 Technique Bag RF ET ADA_of

_BAG 

ADA_

of_RF 

ADA_of

_ET 
 

    Mean 

Rank 

4.64 3.64 1.71 5.21 4.00 1.79  

Table 6: Kendall’s coefficient of concordance ranks of tree-based ensemble models using accuracy metric. 

 

Metric W 2  p  Ranks                                 

F1-Score 0.56 19.57 0.00 Technique Bag RF ET ADA_of

_BAG 

ADA_

of_RF 

ADA_of

_ET 

    Mean 

Rank 

4.71 3.64 1.86 5.07 3.93 1.79 

Table 7: Kendall’s coefficient of concordance ranks of tree-based ensemble models using F1-score metric. 
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among the tree-based AdaBoost ML ensemble models. 

The overall ranking is ADA_of_BAG>Bag 

>ADA_of_RF > RF > ET > ADA_of_ET  

5 Conclusion 
This study compares the efficacy of tree-based of bagging 

ensemble machine learning models and boosting of tree-

based bagging machine learning models in forecasting 

movement direction of stock prices. Seven randomly 

collected stock data from three different stock exchanges 

were used. The data sets were split into training and test 

sets. The performance of the models was evaluated using 

accuracy, F1-score, specificity, and AUC metrics on the 

test data set. Kendall W test of concordance was used to 

ranked the performance of the different models. The 

results indicated that boosting of tree-based bagging 

ensemble models, improves the performance of the 

bagging models. Overall, the performance of 

ADA_of_BAG model was superior to the remaining 

models used in the study. The limitation of this study is 

that it only considered bagging models and boosting of 

bagging models. Hence, future study will investigate 

boosting models and bagging of boosting models in 

predicting stock price behaviour. 
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8 Appendix 

  

Volume Indicator Description 
Chaikin A/D Line (ADL) Estimates the Advance/Decline of the market. 
Chaikin A/D Oscillator (ADOSC) Indicator of another indicator. It is created through 

application of MACD to the Chaikin A/D Line 
On Balance Volume (OBV) Uses volume flow to forecast changes in price of stock 
  

Table 10: Description of Volume Indicators used in the study. 

Overlap Studies Indicators Description 

Bollinger Bands (BBANDS) Describes the different highs and lows of a financial 

instrument in a particular duration. 
Weighted Moving Average (WMA) Moving average that assign a greater weight to more 

recent data points than past data points 

Exponential Moving Average (EMA) Weighted moving average that puts greater weight and 

importance on current data points, however, the rate of 

decrease between a price and its preceding price is not 

consistent. 
Double Exponential Moving Average (DEMA) It is based on EMA and attempts to provide a smoothed 

average with less lag than EMA. 
Kaufman Adaptive Moving Average (KAMA) Moving average designed to be responsive to market 

trends and volatility. 

MESA Adaptive Moving Average (MAMA) Adjusts to movement in price based on the rate of 

change of phase as determined by the Hilbert transform 

discriminator. 
Midpoint Price over period (MIDPRICE) Average of the highest close minus lowest close within 

the look back period 
Parabolic SAR (SAR) Heights potential reversals in the direction of market 

price of securities. 
Simple Moving Average (SMA) Arithmetic moving average computed by averaging 

prices over a given time period. 
Triple Exponential Moving Average (T3) It is a triple smoothed combination of the DEMA and 

EMA 
Triple Exponential Moving Average (TEMA) An indicator used for smoothing price fluctuations and 

filtering out volatility. Provides a moving average 

having less lag than the classical exponential moving 

average. 
Triangular Moving Average (TRIMA) Moving average that is double smoothed (averaged 

twice) 

Table 11: Description of Overlap Studies Indicators used in the study. 
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Momentum Indicators Description 

Average Directional Movement Index (ADX) Measures how strong or weak (strength of) a trend is 

over time 

Average Directional Movement Index Rating (ADXR) Estimates momentum change in ADX.   

Absolute Price Oscillator (APO) Computes the differences between two moving 

averages 

Aroon Used to find changes in trends in the price of an asset 

Aroon Oscillator (AROONOSC) Used to estimate the strength of a trend 

Balance of Power (BOP) Measures the strength of buyers and sellers in moving 

stock prices to the extremes 

Commodity Channel Index (CCI) Determine the price level now relative to an average 

price level over a period of time 

Chande Momentum Oscillator (CMO) Estimated by computing the difference between the 

sum of recent gains and the sum of recent losses 

Directional Movement Index (DMI) Indicate the direction of movement of the price of an 

asset 

Moving Average Convergence /Divergence (MACD) Uses moving averages to estimate the momentum of a 

security asset 

Money Flow Index (MFI) Utilize price and volume to identify buying and selling 

pressures 

Minus Directional Indicator (MINUS_DI) Component of ADX and it is used to identify presence 

of downtrend. 

Momentum (MOM) Measurement of price changes of a financial 

instrument over a period of time 

Plus Directional Indicator (PLUS_DI) Component of ADX and it is used to identify presence 

of uptrend. 

Log Return The log return for a period of time is the addition of the 

log returns of partitions of that period of time. It makes 

the assumption that returns are compounded 

continuously rather than across sub-periods 

Percentage Price Oscillator (PPO) Computes the difference between two moving averages 

as a percentage of the bigger moving average 

Rate of change (ROC) Measure of percentage change between the current 

price with respect to a at closing price n periods ago. 

Relative Strength Index (RSI) Determines the strength of current price in relation to 

preceding price 

Stochastic (STOCH) Measures momentum by comparing closing of a 

security with earlier trading range over a specific 

period of time 

Stochastic Relative Strength Index (STOCHRSI) Used to estimate whether a security is overbought or 

oversold. It measures RSI over its own high/low range 

over a specified period. 

Ultimate Oscillator (ULTOSC) Estimates the price momentum of a security asset 

across different time frames. 

Williams' %R (WILLR) Indicates the position of the last closing price relative 

to the highest and lowest price over a time period. 

Table 12: Description of Momentum Indicators used in the study. 

Price Transform Indicator Description 

Median Price (MEDPRICE) Measures the mid-point of each day’s high and low  

Typical Price (TYPPRICE) Measures the average of each day’s price. 

Weighted Close Price (WCLPRICE) Average of each day's price with extra weight given to 

the closing price. 

Table 13: Description of Price Transform Indicators used in the study. 
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