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The availability of domain-specific knowledge models in various forms has led to the development of sev-
eral tools and applications specialized on complex domains such as bio-medecine, tourism and chemistry.
Yet, most of the current approaches to the extraction of domain-specific knowledge from text are limited
in their portability to other domains and languages. In this paper, we present and evaluate an approach to
the low-bias extraction of domain-specific concepts. Our approach is based on graph clustering and makes
no use of a-priori knowledge about the language or the domain to process. Therefore, it can be used on
virtually any language. The evaluation is carried out on two data sets of different cleanness and size.

Povzetek: Od jezika neodvisna metoda iz besedila izlušči termine in nato domensko odvisne koncepte.

1 Introduction

The recent availability of domain-specific knowledge mod-
els in various forms has led to the development of informa-
tion systems specialized on complex domains such as bio-
medecine, tourism and chemistry. Domain-specific infor-
mation systems rely on domain knowledge in forms such
as terminologies, taxonomies and ontologies to represent,
analyze, structure and retrieve information. While this in-
tegrated knowledge boosts the accuracy of domain-specific
information systems, modeling domain-specific knowledge
manually remains a challenging task. Therefore, consider-
able effort is being invested in developing techniques for
the extraction of domain-specific knowledge from various
resources in a semi-automatic fashion. Domain-specific
text corpora are widely used for this purpose. Yet, most of
the current approaches to the extraction of domain-specific
knowledge in the form of terminologies or ontologies are
limited in their portability to other domains and languages.
The limitations result from the knowledge-rich paradigm
followed by these approaches, i.e., from them demanding
hand-crafted domain-specific and language-specific knowl-
edge as input. Due to these constraints, domain-specific in-
formation systems exist currently for a limited number of
domains and languages for which domain-specific knowl-
edge models are available. An approach to remedy the high
human costs linked with the modeling of domain-specific
knowledge is the use of low-bias, i.e., knowledge-poor and
unsupervised approaches. They require little human effort
but more computational power to achieve the same goals as
their hand-crafted counterparts.

In this work, we propose the use of low-bias approaches
for the extraction of domain-specific terminology and con-
cepts from text. Especially, we study the low-bias ex-
traction of concepts out of text using a combination of

metrics for domain-specific multi-word units and graph
clustering techniques. The input for this approach con-
sists exclusively of a domain-specific text corpus. We use
the Smoothed Relative Expectation [9] to extract domain-
specific multi-word units from the input data set. Sub-
sequently we use SIGNUM [10] to compute a domain-
specific lexicon. Finally, we use BorderFlow, a novel
general-purpose graph clustering algorithm, to cluster the
domain-specific terminologies to concepts. Our approach
is unsupervised and makes no use of a-priori knowledge
about language-specific patterns. Therefore, it can be ap-
plied to virtually all domains and languages. We evalu-
ate our approach on two domain-specific data sets from the
bio-medical domain. To achieve this goal, we present both
a quantitative evaluation against kNN [19] and a qualitative
evaluation against the MEdical Subject Headings(MESH)1.

The remainder of this paper is structured as follows: first,
we present related work on concept extraction. Then, we
present our approach to the low-bias extraction of concepts
using graph clustering, focusing especially on our cluster-
ing technique. Subsequently, we evaluate our concept ex-
traction approach quantitatively and qualitatively. We con-
clude this paper by discussing our results and presenting
some future work.

2 Related work
Approaches to concept extraction can be categorized by
a variety of dimensions including units processed, data
sources and knowledge support [20]. The overview of
techniques for concept extraction presented in this sec-
tion focuses on the knowledge support dimension. Ac-
cordingly, we differentiate between two main categories of

1http://www.nlm.nih.gov/mesh
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approaches to concept extraction, namely knowledge-rich
and low-bias approaches. Knowledge-rich approaches use
knowledge about the structure of the data sources to pro-
cess. Especially, text-based approaches include knowledge
such as phrase structure, lemmas and part-of-speech to ex-
tract nouns or noun phrases as units to process [3]. The
category of knowledge-rich approaches also includes su-
pervised machine learning techniques and clustering tech-
niques based on knowledge-rich features [11]. Knowledge-
rich approaches are subject to limitations regarding their
portability to other languages and domains because of
the background knowledge they necessitate. Low-bias
(also called knowledge-lean [20]) approaches try to remedy
these problems by not using a-priori knowledge on the lan-
guage to process. Rather, they make use of statistical fea-
tures to extract the features of the terms which compose a
concept. Clustering techniques based on low-bias features
are the main constituent of this category of approaches.

An early work on low-bias concept extraction consid-
ered the use of collocation for measuring the degree of as-
sociation of words [4]. A similar approach based on head
modifiers and modifiers was implemented in [15]. For each
term, the number of occurrences as head modifier/modifier
of other terms is computed. The resulting vectorial de-
scriptions are compared using the cosine metric. In [17],
word vectors are used to describe terms in a corpus. The
word vector to each term consist of all its close neighbors,
i.e., of all the words which appear in the same sentence
or within a larger context (e.g., a document [12]). Since
the vectors generated are high-dimensional, salient features
are extracted by using the Latent Semantic Analysis (LSA).
Then, the cosine metric is applied to the transformed vec-
tors to measure the correlation between the term descrip-
tions. In [16], collocations are use to derive a concept hier-
archy from a set of documents. They define a subsumption
relation by stating that a term t subsumes a term t′, when t
appear in every document in which t′ appears. Using this
subsumption relation, a term hierarchy is computed auto-
matically. A technique that generates concept hierarchies
out of document hierarchies is proposed in [8]. The first
step of this technique consists of selecting documents from
the same domain. Then, a hierarchy of document clusters
is generated by using the SOTA-Algorithm [5]. A keyword
matching a Wordnet-concept is then assigned bottom-up to
each cluster of the hierarchy in two steps: first, a concept
representing the typical content of the documents of each
leaf node is assigned to the node. In the second step, the la-
bels of the interior nodes are assigned by using hypernyms
of their children.

In all the approaches to low-bias concept extraction pre-
sented above, the terminology used for extracting concepts
is commonly detected using either domain-specific knowl-
edge such as reference vocabularies or language-specific
techniques such as deep parsing. In this paper, we present
a low-bias approach to concept extraction that makes no
use of such a-priori knowledge.

3 An approach to low-bias concept
extraction

Our approach is subdivided into two main steps. First, we
extract the domain-specific terminology using no a-priori
knowledge. Subsequently, we cluster to this terminology
to domain-specific concepts.

3.1 Terminology extraction

The extraction of domain-specific terminology is carried
out by using a combination of the SRE metric and the
SIGNUM algorithm. We use the SRE metric [9] to ex-
tract domain-specific multi-word units (MWUs). This met-
ric can efficiently detect domain-specific MWUs by using
a combination of the relative expectation of co-occurrences
and their distribution over the corpus. The general formula
of SRE is given by

SRE(w) =
nf(w)p(w)e−

(d(w)−µ)2

2σ2

√
2πσ2

∑n
i=1 f(c1 . . . ci ∗ ci+2 . . . cn)

, (1)

where

– d(w) is the number of documents in which w occurs,

– µ and σ2 are the mean and the variance of the distri-
bution of n-grams in documents respectively,

– p(w) is the probability of occurrence of w in the whole
corpus,

– f(w) is the frequency of occurrence of w in the whole
corpus and

– c1...ci ∗ ci+2...cn are patterns such that
ham(w, c1...ci ∗ ci+2...cn) = 1.

The results of SRE can be interpreted as a weighted
graph. On this graph, we use SIGNUM [10], a local graph
clustering algorithm for terminology extraction. The basic
idea behind SIGNUM originates from the spreading acti-
vation principle, which has been used in several areas such
as neural networks and information retrieval [2]: the si-
multaneous propagation of information across edges. In
the case of SIGNUM, this information consists of the clas-
sification of the predecessors of each node in one of the
two classes dubbed + and −. Each propagation step con-
sists of simultaneously assigning the predominant class of
its predecessors to each node. The processing of a graph
using SIGNUM thus consists of three phases: the initial-
ization phase, during which each node is assigned an initial
class; the propagation phase, during which the classes are
propagated along the edges until a termination condition is
satisfied, leading to the termination phase. The resulting
categorization is then given out.
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3.2 Concept extraction
For the extraction of concepts, we represent each of the
domain-specific terms included in the terminology ex-
tracted priorly by its most significant co-occurrences [7]
and compare these representations using the cosine metric.
The resulting similarity values are used to compute a term
similarity graph, which is used as input for the graph clus-
tering algorithm BorderFlow.

4 BorderFlow
BorderFlow is a general-purpose graph clustering algo-
rithm. It uses solely local information for clustering and
achieves a soft clustering of the input graph. The defini-
tion of cluster underlying BorderFlow was proposed by [6].
They state that a cluster is a collection of nodes that have
more links between them than links to the outside. When
considering a graph as the description of a flow system,
Flake et al.’s definition of a cluster implies that a cluster
X can be understood as a set of nodes such that the flow
within X is maximal while the flow from X to the out-
side is minimal. The idea behind BorderFlow is to maxi-
mize the flow from the border of each cluster to its inner
nodes (i.e., the nodes within the cluster) while minimizing
the flow from the cluster to the nodes outside of the cluster.
In the following, we will specify BorderFlow for weighted
directed graphs, as they encompass all other forms of non-
complex graphs.

4.1 Formal specification
Let G = (V, E, ω) be a weighted directed graph with a set
of vertices V, a set of edges E and a weighing function ω,
which assigns a positive weight to each edge e ∈ E. In
the following, we will assume that non-existing edges are
edges e such that ω(e) = 0. Before we describe Border-
Flow, we need to define functions on sets of nodes. Let
X ⊆ V be a set of nodes. We define the set i(X) of inner
nodes of X as:

i(X) = {x ∈ X|∀y ∈ V : ω(xy) > 0 → y ∈ X}. (2)

The set b(X) of border nodes of X is then

b(X) = {x ∈ X|∃y ∈ V \X : ω(xy) > 0}. (3)

The set n(X) of direct neighbors of X is defined as

n(X) = {y ∈ V \X |∃x ∈ X : ω(xy) > 0}. (4)

In the example of a cluster depicted in Figure 1, X =
{3, 4, 5, 6}, the set of border nodes of X is {3, 5} , {6, 4}
its set of inner nodes and {1, 2} its set of direct neighbors.

Let Ω be the function that assigns the total weight of the
edges from a subset of V to a subset of V (i.e., the flow
between the first and the second subset). Formally:

Ω : 2V × 2V → R
Ω(X,Y ) =

∑
x∈X,y∈Y ω(xy).

(5)

Figure 1: An exemplary cluster. The nodes with relief are
inner nodes, the grey nodes are border nodes and the white
are outer nodes. The graph is undirected.

We define the border flow ratio F (X) of X ⊆ V as
follows:

F (X) =
Ω
(
b(X), X

)

Ω
(
b(X), V \X) =

Ω
(
b(X), X

)

Ω
(
b(X), n(X)

) . (6)

Based on the definition of a cluster by [6], we define a
cluster X as a node-maximal subset of V that maximizes
the ratio F (X)2, i.e.:

∀X ′ ⊆ V, ∀v /∈ X : X ′ = X + v → F (X ′) < F (X).
(7)

The idea behind BorderFlow is to select elements from
the border n(X) of a cluster X iteratively and insert them
in X until the border flow ratio F (X) is maximized, i.e.,
until Equation (7) is satisfied. The selection of the nodes
to insert in each iteration is carried out in two steps. In
a first step, the set C(X) of candidates u ∈ V \X which
maximize F (X + u) is computed is as follows:

C(X) := argmax
u∈n(X)

F (X + u). (8)

By carrying out this first selection step, we ensure that
each candidate node u which produces a maximal flow to
the inside of the cluster X and a minimal flow to the outside
of X is selected. The flow from a node u ∈ C(X) can be
divided into three distinct flows:

– the flow Ω(u,X) to the inside of the cluster,

– the flow Ω(u, n(X)) to the neighbors of the cluster
and

– the flow Ω(u, V \(X∪n(X))) to the rest of the graph.

2For the sake of brevity, we shall utilize the notation X + c to denote
the addition of a single element c to a set X . Furthermore singletons will
be denoted by the element they contain, i.e., {v} ≡ v.
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Prospective cluster members are elements of n(X). To en-
sure that the inner flow within the cluster is maximized in
the future, a second selection step is necessary. During
this second selection step, BorderFlow picks the candidates
u ∈ C(X) which maximize the flow Ω(u, n(X)). The fi-
nal set of candidates Cf (X) is then

Cf (X) := argmax
u∈C(X)

Ω(u, n(X)). (9)

All elements of Cf (X) are then inserted in X if the condi-
tion

F (X ∪ Cf (X)) ≥ F (X) (10)

is satisfied.

4.2 Heuristics
One drawback of the method proposed above is that it de-
mands the simulation of the inclusion of each node in n(X)
in the cluster X before choosing the best ones. Such an
implementation can be time-consuming as nodes in termi-
nology graphs can have a high number of neighbors. The
need is for a computationally less expensive criterion for
selecting a nearly optimal node to optimize F (X). Let us
assume that X is large enough. This assumption implies
that the flow from the cluster boundary to the rest of the
graph is altered insignificantly when adding a node to the
cluster. Under this condition, the following two approxi-
mations hold:

Ω(b(X), n(X)) ≈ Ω(b(X + v), n(X + v)), (11)

Ω(b(X), v)− Ω(d(X, v), X + v) ≈ Ω(b(X), v). (12)

Consequently, the following approximation holds:

∆F (X, v) ≈ Ω(b(X), v)

Ω(b(X + v), n(X + v))
. (13)

Under this assumption, one can show that the nodes that
maximize F (X) maximize the following:

f(X, v) =
Ω(b(X), v)

Ω(v, V \X)
for symmetrical graphs. (14)

Now, BorderFlow can be implemented in a two-step
greedy fashion by ordering all nodes v ∈ n(X) accord-
ing to 1/f(X, v) (to avoid dividing by 0) and choosing
the node v that minimizes 1/f(X, v). Using this heuris-
tic, BorderFlow is easy to implement and fast to run.

5 Experiments and results
We evaluated our approach to concept extraction on two
data sets of different cleanness and size. In the quantative
evaluation, we compared the clustering generated by Bor-
derFlow with that computed using kNN, which is the local
algorithm commonly used for clustering tasks. The goal of
the qualitative evaluation was to compute the quality of the
clusters extracted by using BorderFlow by comparing them
with the controlled MESH vocabulary.

5.1 Experimental setup
The data sets underlying the results presented in this chap-
ter are the TREC corpus for filtering [13] and a subset of
the articles published by BioMed Central (BMC3). Hence-
forth, we will call the second corpus BMC. The TREC cor-
pus is a test collection composed of 233,445 abstracts of
publications from the bio-medical domain. It contained
38,790,593 running word forms. The BMC corpus consists
of full text publications extracted from the BMC Open Ac-
cess library. The original documents were in XML. We
extracted the text entries from the XML data using a SAX4

Parser. Therefore, it contained a large amount of impuri-
ties that were not captured by the XML-parser. The main
idea behind the use of this corpus was to test our method
on real life data. The 13,943 full text documents contained
70,464,269 running word forms.

The most significant co-occurrences of the terms were
computed in two steps. In a first step, we extracted function
words by retrieving the f terms with the lowest information
content according to Shannon’s law [18]. Function words
were not considered as being significant co-occurrences.
Then, the s best scoring co-occurrences of each term that
were not function words were extracted and stored as bi-
nary feature vectors.

5.2 Quantitative evaluation
In this section of the evaluation, we compared the average
silhouettes [14] of the clusters computed by BorderFlow
with those computed by kNN on the same graphs. The
silhouette σ(X) of a cluster X is given by:

σ(X) =
1

|X|
∑

v∈X

a(v,X)− b(v, V \X)

max{a(v,X), b(v, V \X)} , (15)

where

a(v,X) =

∑
v′∈n(v)∩X ω(v, v′)

|n(v) ∩X| (16)

and
b(v, V \X) = max

v′∈V \X
ω(v, v′). (17)

To ensure that all clusters had the same maximal size k,
we use the following greedy approach for each seed: first,
we initiated the cluster X with the seed. Then, we sorted
all v ∈ n(X) according to their flow to the inside of the
cluster Ω(v,X) in the descending order. Thereafter, we
sequentially added all v until the size of the cluster reached
k. If it did not reached k after adding all neighbors, the
procedure was iterated with X = X ∪ n(X) until the size
k was reached or no more neighbors were found.

One of the drawbacks of kNN lies in the need for speci-
fying the right value for k. In our experiments, we used the
average size of the clusters computed using BorderFlow as
value for k. This value was 7 when clustering the TREC

3http://www.biomedcentral.com
4SAX stands for Simple Application Programming Interface for XML.
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data. On the BMC corpus, the experiments with f = 100
led to k = 7, whilst the experiments with f = 250 led
to k = 9. We used exactly the same set of seeds for both
algorithms.

The results of the evaluation are shown in Table 1.
On both data sets, BorderFlow significantly outperformed
kNN in all settings. On the TREC corpus, both algorithms
generated clusters with high silhouette values. BorderFlow
outperformed kNN by 0.23 in the best case (f = 100,
s = 100). The greatest difference between the standard de-
viations, 0.11, was observed when f = 100 and s = 200.
On average, BorderFlow outperformed kNN by 0.17 with
respect to the mean silhouette value and by 0.08 with re-
spect to the standard deviation. In the worst case, kNN
generated 73 erroneous clusters, while BorderFlow gener-
ated 10. The distribution of the silhouette values across the
clusters on the TREC corpus for f = 100 and s = 100 are
shown in Figure 2(a) for BorderFlow and Figure 2(b) for
kNN.

The superiority of BorderFlow over kNN was better
demonstrated on the noisy BMC corpus. Both algorithms
generate a clustering with lower silhouette values than on
TREC. In the best case, BorderFlow outperformed kNN by
0.57 with respect to the mean silhouette value (f = 250,
s = 200 and s = 400). The greatest difference between
the standard deviations, 0.18, was observed when f = 250
and s = 400. In average, BorderFlow outperformed kNN
by 0.5 with respect to the mean silhouette value and by
0.16 with respect to the standard deviation. Whilst Border-
Flow was able to compute a correct clustering of the data
set, generating maximally 1 erroneous cluster, using kNN
led to large sets of up to 583 erroneous clusters (f = 100,
s = 400). Figures 2(c) and 2(d) show the distribution of the
silhouette values across the clusters on the BMC corpus for
f = 100 and s = 100.

5.3 Qualitative evaluation
The goal of the qualitative evaluation was to determine the
quality of the content of our clusters. We focused on eluci-
dating whether the elements of the clusters were labels of
semantically related categories. To achieve this goal, we
compared the content of the clusters computed by Border-
Flow with the MESH taxonomy [1]. It possesses manually
designed levels of granularity. Therefore, it allows to eval-
uate cluster purity at different levels. The purity ϕ(X) of a
cluster X was computed as follows:

ϕ(X) = max
C

( |X ∩M |
|X ∩ C∗|

)
, (18)

where M is the set of all mesh category labels, C is a
MESH category and C∗ is the set of labels of C and all
its sub-categories. For our evaluation, we considered only
clusters that contained at least one term that could be found
in MESH.

The results of the qualitative evaluation are shown in Ta-
ble 2. The best cluster purity, 89.23%, was obtained when

clustering the vocabulary extracted from the TREC data
with f = 250 and s = 100. In average, we obtained a
lower cluster purity when clustering the BMC data. The
best cluster purity using BMC was 78.88% (f = 100,
s = 200). On both data sets, the difference in cluster qual-
ity at the different levels was low, showing that Border-
Flow was able to detect fine-grained cluster with respect to
the MESH taxonomy. Example of clusters computed with
f = 250 and s = 400 using the TREC corpus are shown in
Table 3.

6 Discussion
From a quantitative point of view, the average silhouette
values µ on TREC were higher with lower standard devi-
ations σ. The difference in silhouette can be conceivably
explained by the higher amount of noise contained in the
BMC corpus. On the TREC corpus, a higher size of the
feature vectors led to a higher value µ of the average sil-
houette of the clusters. The same relation could be ob-
served between the number f of function words omitted
and the value of µ. The standard deviation σ was inversely
proportional to the size of the feature vectors and the num-
ber of function words. The number of erroneous clusters
(i.e., clusters with average silhouette value less than 0) was
inversely proportional to the size of the feature vectors.
This can be explained by the higher amount of informa-
tion available, which led to a better approximation of the
semantic similarity of the terms and, thus, to less cluster-
ing mistakes. In the worst case (f=100, s=100), 99.85%
of the clusters had positive silhouettes. From a qualitative
point of view, BorderFlow computed clusters with a high
purity based on low-level features extracted on a terminol-
ogy extracted using low-bias techniques. As expected, the
average cluster purity was higher for clusters computed us-
ing the TREC data set. The results of the qualitative eval-
uation support the basic assumption underlying this work,
i.e., it is indeed possible to extract high-quality concepts
from text automatically without a-priori knowledge.
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