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The paper applies, in a theoretical investigation, the DNA computing paradigm to the modeling of Petri
nets. A run-through example demonstrates the feasibility of the approach as well as its potential practical

value.

Povzetek: Podani so DNA algoritmi za Petri mreZe.

1 Introduction

A defining moment for DNA computing was Adleman’s
(1) fundamental contribution in which he demonstrated the
potential of this novel computing paradigm by solving an
instance of the Hamiltonian Path Problem in theoretical
as well as practical terms. Since then, DNA computing
has been proposed and tested in numerous areas includ-
ing, finite automata (14), machine learning (12), relational
database modeling (13), and, of course, solving computa-
tionally expensive problems (e.g., (6), (2), and (3)).

This paper investigates Petri nets as a novel DNA com-
puting application area. The paper provides brief intro-
ductions to Petri nets and DNA computing and demon-
strates via an example algorithm how the DNA computing
paradigm can be successfully applied for Petri net model-
ing. It is necessary to mention that the the paper does not
include simulations of the work on a silicon computer or
practical, experimental work involving real-life DNA ma-
terial. Rather, the paper is of theoretical value only and
largely neglects aspects of practical realizations of the pro-
posed work (e.g., error rates). In a sense, the algorithm
presented in this work is a high-level description for a pro-
gram. The program/algorithm describes a sequence of bio-
chemical events and these events are meant to execute/run
in a biochemical environment—a DNA computer. Once
this sequence of events is executed correctly, which is not
a trivial bioengineering task, the result is available as/in the
form of DNA strings. In order to extract the outcome of
the algorithm, it is necessary to readout these strings and
decode their information, but this is similar to reading out
a sequence in a human genome (e.g., identifying a protein-
encoding gene). Perhaps, one could think of the follow-
ing analogy. It is possible to add and subtract two num-
bers with an electronic calculator, but the same thing can
be done with an abacus (the abacus made of wood). Both
procedures produce the same result but use entirely differ-
ent machines and very different algorithms. Similarly, a

DNA computer operates in a biochemical environment, ex-
ecutes real biochemical events, and uses real (usually syn-
thetically modified) DNA.

In the remainder, Section 2 provides a brief introduction
to Petri nets, their design, and working. Section 3 starts
with a summary on DNA computing and then describes a
DNA algorithm for a Petri net example the paper uses as
a run-through vehicle to explain the presented work. Sec-
tion 4 provides a discussion and Section 5 ends the paper
with a summary.

2 Petri nets

Petri nets are the brainchild of Carl Adam Petri (9). Since
their conception, Petri nets are a very lively field where
findings in theoretical and applied work are continually
added to the field. A summary may describe Petri nets as
a formal, graphical, executable technique for the specifi-
cation and analysis of concurrent, discrete-event dynamic
systems (e.g., see http://www.petrinets.info/). Over time,
the field attracted a lot of interest not only in the comput-
ing community but in a diverse spectrum of application
areas including software & hardware (the complete soft-
ware lifecycle from analysis, specification, design, model-
ing, simulation, and testing; e.g., (11) and (5)), complex
systems (16), particle interaction in atomic physics (10),
as well as model validation of biological pathways (4), for
example. This section introduces Petri nets via a simple
example network. The paper uses this example network as
a run-through vehicle in forthcoming sections. For a start,
Figure 1 illustrates the main Petri net components (place,
active place, transition, directed arc, and token).

In order to build a network, the components in Figure 1
are combined in a systematic way by a set of relatively
straightforward rules. Note that some of these definitions
are adopted from (8), which is one of several excellent
books available on Petri nets. The main design rules are:
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Figure 1: Main Petri net components.

Figure 2: A Petri net with four places and three transitions.

— An arc always connects a place to a transition (in ei-
ther direction).

— An arc never connects a place directly to another place
nor a transition directly to another transition.

— Each place and each transition should have at least one
incoming and at least one outgoing arc.

— There is no upper limit to the number of arcs that can
connect to a place or a transition.

The Petri net in Figure 2, for example, is constructed by
these rules. The network has four places (p1, p2, p3, and py)
and three transitions (¢1, t2, and t3). Directed arcs connect
places and transitions, and place ps is an active place with
one token in it. The main rules for Petri net tokens, and
Petri net operations in general, are equally simple:

— Tokens are used to indicate which places are “active”
(see Figure 1 and Figure 2). An active place may con-
tain more than one token.

— If all its incoming places are active, a transition will
‘éﬁrei’.

— When a transition fires then (a) all its incoming places
lose a token, and (b) all its outgoing places gain a to-
ken.
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P = {plap23p3ap4}
T = {t17t27t3}

I(t1) = {p1}
I(t2) = {p2, p3}
I(t3) = {pa}

O(t1) = {p2}
O(t2) = {pa}
O(t3) = {p1,p3}

Figure 3: Petri net structure C' = { P, T, I, O} for the Petri
net in Figure 2.

Although Petri nets and their operations are relatively
easy to understand via graphical illustrations, it is neces-
sary mentioning that the field rests on a rigorous mathemat-
ical underpinning (e.g., see (8)). In formal terms, a Petri net
is composed of four parts:

A set P of places.

A set T of transitions.

An “input” function /. The input function [ is a map-
ping from a transition ¢; to a collection of places (in-
put places) I(t;).

An “output” function O. The output function O is a
mapping from a transition ¢; to a collection of places
(output places) O(%;).

— The “structure” C' of a Petri net is defined by its
places, transitions, input function, and output func-
tion; C = (P, T,1,0).

Figure 3 uses the latter definitions for the description of
the Petri net in Figure 2.

It is possible to describe a Petri net and its working en-
tirely in a rigorous mathematical way. The paper uses a
simpler approach. It keeps the mathematical notation to a
minimum, and instead uses graphical illustrations for the
sake of ease of understanding. The paper uses Figure 4 to
demonstrate the operating behavior of the Petri net in Fig-
ure 2.

Figure 4 (a) illustrates an “unmarked” Petri net. An un-
marked Petri net has no tokens assigned to any of its places.
In Figure 4 (b) the Petri net is “marked” with two tokens,
one token is in place p;, and the other token in place ps.
The previous text mentioned that the dynamic behavior of
a Petri net is determined by the number and distribution of
tokens in the Petri net. According to these rules, transition
t1 fires, because all its incoming places (p;) have a token.
Consequently, place p; loses its token and place p2 gains a
token (see Figure 4 (c)). Now, transition ¢, fires, because
all its incoming places (p2, and p3) have a token. As a re-
sult, place p, and place ps lose their token, and place py
receives a token (see Figure 4 (d)). Next, transition ¢3 fires,
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P1 P1
T1 T1
P2 P3 P2
T2
P4
T3
(a)
P1
T1
P2 P3
T2
P4
T3
(d)

P1
T1
P3 P2 P3
T2 T2
P4 P4
T3 T3
(c)
P1
T1
P2 P3
T2
P4
T3
(e)

Figure 4: Execution sequence for the Petri net in Figure 2.

causing p4 losing its token, and placing tokens into place
p1 and place ps (see Figure 4 (e)). A closer look reveals
that Figure 4 (e) is equivalent to Figure 4 (b), and it should
be clear that the example illustrates a loop.

3 DNA computing

DNA computing is a relatively young computing paradigm.
Among other things, the potential of DNA computing lies
in its inherent capacity for vast parallelism, the scope for
high-density storage, and its intrinsic ability for potentially
solving many combinatorial problems. In simple terms,
DNA computing is based on the design, manipulation, and
processing of nucleotides. These nucleotides are chemical
compounds including a chemical base, a sugar, and a phos-
phate group. Four main nucleotides are distinguished, ade-
nine (A), guanine (G), cytosine (C) and thymine (T). Nu-
cleotides can combine or bond as “single stranded” DNA,
or “double stranded” DNA. Single stranded DNA is gen-
erated through the subsequent bonding of any of the four
types of nucleotides, and is often illustrated as a string

of letters (e.g., TATCGGATCGGTATATCCGA). Double
stranded DNA is generated from single stranded DNA and
its complementary strand. This type of bonding follows
“Watson-Crick Complementary”, which says that base A
only bonds with base T, base G only with base C, and vice
versa. For example, the strand ATAGCCTAGCCATATAG-
GCA is the Watson-Crick Complement of the DNA strand
TATCGGATCGGTATATCCGA just mentioned. The liter-

ature often illustrates a resulting double strand as two paral-
TATCGGATCGGTATATCCGA

lel st.rand.s (e.g., AT AGCCTAGCCATATAGGC A where the

fraction line symbolizes bonding).

From a computing perspective, the field aims for the con-
struction of DNA computers and programs that run on such
a computer. Typically, the four nucleotides mentioned be-
fore provide the basis for an alphabet (e.g., ¥ = {A, G,
C, T}). From this alphabet a particular language (L) may
be constructed. This language is used to define algorithms
and computer programs. In practical terms, a DNA com-
puter bears similarity to a biochemical machine in which
biochemical events perform algorithms and execute pro-
grams by manipulating DNA strands in a series of care-
fully orchestrated biochemical processes. They are usually
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mediated by molecular entities called enzymes and include
the lengthening, shortening, cutting, linking, and multiply-
ing of DNA, for example. It is necessary to point out that
these events and processes are quite challenging from a
biochemical engineering perspective, but it is beyond the
scope of this paper to indulge into the many challenges the
field holds in this regard. There is a large body of liter-
ature available on the subject, and the interested reader is
referred to one of the excellent books (7) available for the
field. It may be useful however to direct a reader to some
of the major contributions in the field (e.g., (15), (1), and
(6)). The more imminent goal is to demonstrate the po-
tential application of the DNA computing paradigm to the
field of Petri nets.

3.1 DNA-based model for Petri nets

The goal is the design and behavioral modeling of Petri
nets via DNA computing principles. The paper mentioned
that the behavior of a Petri net is linked to the firing of
transitions, which essentially boils down to the monitoring
of activated places (i.e., places with tokens in them). For
example, transition t- in Figure 4 (a) fires only if place po
and place ps at least hold one token each. This could be
presented by a simple it-then rule: if po and ps then t..
The presented approach therefor has two main features:

1. It models activated places via DNA strands. For ex-
ample, it is possible to represent the active place p; in
Figure 4 (b) via the DNA strand s; = TATCGGATCG-
GTATATCCGA.

2. An algorithm describes the behavior or logic of a Petri
net. This algorithm is similar to a sequence of bio-
chemical reactions on DNA strands.

For the forthcoming sections it is necessary to introduce
some of the most common operations (biochemical reac-
tions) on DNA strands. Note that some of the following
definitions are adopted from (7).

— amplify: Given a tube N, amplify(IN) produces two
copies of it.

— detect: Given a tube N, detect(IN) returns true if N
contains at least one DNA strand, otherwise return is
false.

— merge: Given tubes Ny and Ny, merge(IN1, N2) pro-
duces a new tube N3 that forms the union N; U N5 of
the two tubes.

— separate: Given a tube N and a DNA strand w
composed of nucleotides m € {A, T, C, G}, sepa-
rate(+N,w) produces a new tube N that consists of
all strands in N which contain w as a consecutive sub-
strand. Similarly, separate(—N,w) produces a new
tube IV, that consists of all strands in N which do not
contain w as a consecutive sub-strand.
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— lengthSeparate: Given a tube N and an integer n,
lengthSeparate(N, < n) produces a new tube N; con-
sisting of all strands in N with length less then or
equal to n.

Without further ado, the paper uses Figure 5 to illustrate
a DNA algorithm for the Petri net scenario in Figure 4.

The algorithm starts in line one with tube Ny. This tube
is completely empty (indicated by the symbol ). It is help-
ful to imagine that this state is equivalent to the unmarked
Petri net in Figure 4 (a). The algorithm uses four boolean
variables (b1 to b4 in line two) to represent the presence of
any of the strands s; to s4 in tube Ny. Remember that the
presence of a strand is similar to an active place in the Petri
net. For example, the presence of strand s; in tube Ny indi-
cates that there is a token in place p;. The boolean variables
indicate the presence of a strand by the value true, and its
absence by the value false. Initially tube N is empty, and
so bl = b2 = b3 = b4 = false in line two. Please note
that the discussion in Section 4 comments on these vari-
ables in more detail.

Line three to ten mark the Petri net. There are several
possibilities for marking this particular net, and the current
example uses one of them. It is possible therefore, to com-
pare line three to ten to a function call, for instance func-
tion Mark_Petri_net(), in a computer programme where
parameters are passed to the function. Line four is a simple
comment. A double slash (/) always indicates a comment
in the algorithm. Anyhow, line five adds strand s; into tube
Ny, which is equivalent to adding a token into place p;,
and line six adds strand sg into tube N, which is equiva-
lent to adding a token into place ps. The Petri net is now
in the state illustrated by Figure 4 (b). The settings of vari-
able bl = true, and b3 = true in line seven and line eight
reflect the presence of these strands in tube Ny. Petri nets
are often models of real world systems. The appearance of
a token in a place usually triggers some event in this sys-
tem. This is the reason for line nine, which is a reference to
some external task that my be executed by the algorithm.

Line 11 introduces the variable n. The algorithm uses
this variable in the repeat-until loop where it defines an
application specific exit criterion (line 36). The repeat-
until loop extends from line 12 to line 36, and contains
three if-then statements. Essentially, each if-then statement
does two things, first, it checks the firing status of a par-
ticular transition, and second, it contains instructions for
what happens when a transition fires. For example, line 14
checks for strand s; in tube Ny. In case the result is neg-
ative, nothing happens, and the algorithm advances to the
next if-then statement. If the result is positive then place
p1 loses a token (line 15, b1 = false) and place p, gains
a token (line 16, b2 = true). In a similar fashion, the sec-
ond if-then statement monitors transition to, and the third
if-then statement transition 3. The comment in line 16 in-
dicates that setting any of the boolean variables to true is
equal to adding a corresponding strand to tube N;. Note
that the algorithm deals with this at a later stage (lines 30
to 33).
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(1) input(Ny) =

2) b1 =02=0b3=04= false,

(3) Mark Petri net begin

4) /[For example

%) add(s1, No)

©) add(s3, No)

@) bl = true

®) b3 = true

©)] Do some task.
(10) end
(11) n=0
(12) repeat
(13) input(Ny) =
(14) if detect(Ny(s1)) then begin
(15) bl = false
(16) b2 = true, /ladd(so, Ny) later
(17) Do some task.
(18) end
(19) if detect((Ny(s2) and Ny(s3)) then begin
(20) b2 = b3 = false
2D b4 = true, /ladd(sy, N1) later
(22) Do some task.
(23) end
(24) if detect(Ny(s4)) then begin
(25) b4 = false
(26) bl = true, /ladd(sy, Ny) later
27 b3 = true, /ladd(ss, Ny) later
(28) Do some task.
(29) end
(30) if b1 = true then add(sy, N1)
(31 if b2 = true then add(ss, N1)
(32) if b3 = true then add(sz, N1)
(33) if b4 = true then add(s4, N1)
(34) No=MN;
(35) n=n+1
(36) until (some condition regarding n is met)

Figure 5: DNA-based algorithm for the Petri net in Figure 4 (a).

The final lines requiring explanation are line 13 and lines
30 to 35. Line 13 introduces a new tube /N;. This tube is
always empty (/N; = ) when the repeat-until loop enters
a new iteration. Between line 30 to line 33, it depends on
the values for bl to b4, which strands (s1, so, S3, Or S4) are
added to tube V;. It is important to understand that at line
35, the Petri net went through one complete state transition
(e.g., from Figure 4 (b) to Figure 4 (c)). Inside the repeat-
until loop, the current “state” is always represented by the
content of tube Ny, and the so-called “next-state” by that
of tube NV; in line 34. Line 13 empties tube /V; in order to
prepare it for the new next state. Line 36 decides whether
the loop enters a new iteration. This depends on the new
value for n, which was incremented in line 35.

The paper now goes through a couple of iterations to
demonstrate the algorithm in more detail. A decision ta-
ble (Table 1) keeps track of the boolean variables (which

represent the behavior of the Petri net in terms of active
places and content of tube Nj).

Column “Start” in Table 1 captures line one and two of
the algorithm and is equivalent to the unmarked Petri net
in Figure 4 (a). Column “Marking” represents line three
to line ten in the algorithm and is equivalent to the marked
Petri net in Figure 4 (b). Note two things here, first that
strands are added to tube Ny (line five and six), and sec-
ond that this is reflected by corresponding settings by the
boolean variables (line seven and eight). Note also that Ta-
ble 1 indicates changes in boolean variable values (as the
Petri net moves from one state to the next) by underlin-
ing these values. For instance, from the “Start” state to
the “Marking” state in Table 1 the values for b1 and b3
change and therefore are underlined. Anyhow, at line ten
the settings are bl = true, b2 = false, b3 = true, and
b4 = false.
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Iteration, repeat loop
Start | Marking | 1 2 3 4 5 6
b1, detect(No(s1)) 0 1 0 0 1 0 0 1
b2, detect(Ny(s2)) 0 0 1 0 0 1 0 0
b3, detect(No(s3)) 0 1 1 0 1 1 0 1
b4, detect(No(s4)) 0 0 0 1 0 0 1 0
State similar to Figure 4 | (a) (b) @[ @] ® | @©]|@]Dd

Table 1: Decision table, illustrating the behavior of the Petri net in Figure 4.

Next, variable n is set to nil in line 11. According to the
values for b1 to b4, the repeat loop enters the first if-then
statement (line 14) only. Consequently, when the index n
is incremented in line 35 then b1 = false (line 15) and
b2 = true (line 16), whereas b3 and b4 remain unaltered
(b3 = true from line eight, and b4 = false from line two).
So, the settings after the first iteration are b1 = false, b2 =
true, b3 = true, and b4 = false. This state is equivalent
to Figure 4 (¢).

In the second iteration these settings activate the second
if-then statement only (b2 = true, and b3 = true). Con-
sequently, b2 = b3 = false (line 20), b4 = true (line 21),
and variable b1 remains unaltered (false). Now, the settings
are bl = false, b2 = false, b3 = false, and b4 = true.
This state is equivalent to Figure 4 (d).

In iteration three, these settings activate the third if-
then statement (line 24) only (b4 = true). Therefore,
b4 = false (line 25), bl = true (line 26), b3 = true
(line 27), and b2 remains unaltered false. So, the settings
are bl = true, b2 = false, b3 = true, and b4 = false.
This state is equivalent to Figure 4 (b) again, and the Petri
net process illustrated in Figure 4 starts again. Table 1 cap-
tures a few more iterations. Playing these iterations through
demonstrates that the algorithm indeed models the behav-
ior of the Petri net in Figure 4, however, this also indicates
that the paper achieved its main goal.

4 Discussion

The previous sections successfully led to our goal, the mod-
eling of Petri nets based on DNA computing principles. It
is necessary, however, mentioning that the algorithm pre-
sented here is an ad hoc solution to the problem. It is
possible, for instance, to use only one tube Ny, and to
write the algorithm without any of the four boolean vari-
ables by replacing them with corresponding biochemical
operations. For example, imagine the state in Figure 4 (c)
equivalent to strand so and strand ss in tube Ny. Now,
imagine a progression to Figure 4 (d) where strands so
and s3 need to be separated from tube Ny and strand sy
added to the same tube. This could be achieved by the fol-
lowing biochemical operations, separate(—Ny, S2), sepa-
rate(— Ny, s3), and add(s4, Ng). We found, however, state-
ments such as b2 = false, b3 = false, etc. much sim-
pler to handle and follow, helping a reader to better un-
derstand the logic of the algorithm, and also providing an

easier mapping between the logic of the algorithm and the
behavior of the Petri net in Figure 4.

Another possible modification relates to the modeling of
active places. Currently, an active place is modeled by a
single DNA strand, and the firing conditions for a transi-
tion are determined by checking for the activity of its in-
put places (i.e., corresponding DNA strands). Line 19 in
the algorithm, for example, checks for the two individual
stands s; and s3 in tube Ny. Another way would be to
model a transition by connecting all its active places into a
single strand. The Watson-Crick complement can be used
for connecting two stands in a pre-defined fashion. One
possibility would be to connect sy and sz via the strand
(e2—3), where (e2_,3) is the Watson-Crick complement of
the second half of s concatenated with the Watson-Crick
complement of the first half of s3. If the complements for
so and s3 are s/ and s/3, respectively, then we may have
the example illustrated in Figure 6 (a), and in case strands
S2, S3, and eo_,3 where mixed together in a tube (e.g., Ny)
then the double strands illustrated in Figure 6 (b) might be
generated by bonding.

It is now possible to write an algorithm including some
of the biochemical procedures mentioned in Section 3.1, as
well as others, to check for the existence of strand s, s3 in
tube Ng. If the strand exists then the code executed after
may be similar to that following line 19 in Figure 5. The
paper does not go into further details here about biochemi-
cal procedures or the algorithm reflecting these procedures,
but the reader is directed to Adleman’s (1) work, which en-
tails details that are very similar to the facts just mentioned.

In terms of other issues, there is also the fact that the pre-
sented work deals with a single example only. Although
the example may not really bring to the fore the great ad-
vantage DNA computing provides, namely parallelism, it
is not difficult to envisage two or more Petri nets running
in parallel and interacting amongst each other (e.g., inter-
actions may be messages exchanged in the form of tokens).
This should not devalue the paper, because the major con-
tribution of in this work is the synergy of two fields—Petri
nets and DNA computing. A final though considers the
purely theoretical treatment of the subject. Such a treat-
ment should not suggest any ignorance of the many chal-
lenges DNA computing still poses for engineers working in
a broad variety of disciplines involved with DNA comput-
ing.
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s, = TATCGGATCGGTATATCCGA
s, = GCTATTCGAGCTTAAAGCTA

(@) s, = CATATAGGCT

s’; = CGATAAGCTC

€3~

8,8, = TATCGGATCGGTATATCCGAGCTATTCGAGCTTAAAGCTA

s’,8'3 = CATATAGGCTCGATAAGCTC

(b)

€553

TATCGGATCGGTATATCCGAGCTATTCGAGCTTAAAGCTA
CATATAGGCTCGATAAGCTC

Figure 6: Alternative modeling of transitions and places.

5 Summary

The paper suggests Petri nets as a novel DNA computing
application area. The paper demonstrated the feasibility of
the approach in theory. The paper indicates that real-life
applications of the presented work may be problematic to
achieve because of various engineering challenges in the
field of DNA computing. This does not mean, however,
that the approach could not be verified in vitro in a DNA
computing project.
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