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The article presents the abstract of doctoral dissertation on learning predictive
clustering rules.

Povzetek: Članek predstavlja povzetek doktorske disertacije o učenju pravil za
napovedno razvrščanje.

1 Introduction

In the thesis [10] we developed and empirically evalu-
ated a method for learning predictive clustering rules. The
method [10, 9] combines ideas from supervised and unsu-
pervised learning and extends the predictive clustering ap-
proach to methods for rule learning. In addition, it general-
izes rule learning and clustering. The newly developed al-
gorithm is empirically evaluated, in terms of performance,
on several single and multiple target classification and re-
gression problems. The new method compares favorably
to existing methods. The comparison of single target and
multiple target prediction models shows that multiple tar-
get models offer comparable performance and drastically
lower complexity than the corresponding sets of single tar-
get models.

2 Thesis overview

The predictive clustering approach [1, 2] builds on ideas
from two machine learning areas, predictive modeling and
clustering [6]. Predictive modeling is concerned with the
construction of models that can be used to predict some
object’s target property from the description of this object.
Clustering, on the other hand, is concerned with grouping
of objects into classes of similar objects, called clusters;
there is no target property to be predicted, and usually no
symbolic description of discovered clusters. Both areas
are usually regarded as completely different tasks. How-
ever, predictive modeling methods that partition the exam-
ple space, such as decision trees and rules are also very sim-
ilar to clustering [7]. They partition the set of examples into
subsets in which examples have similar values of the target
variable, while clustering produces subsets in which exam-
ples have similar values of all descriptive variables. Predic-
tive clustering builds on this similarity. As is common in

‘ordinary’ clustering, predictive clustering constructs clus-
ters of examples that are similar to each other, but in gen-
eral taking both the descriptive and the target variables into
account. In addition, a predictive model is associated with
each cluster which describes the cluster, and, based on the
values of the descriptive variables, predicts the values of
the target variables.

Methods for predictive clustering enable us to construct
models for predicting multiple target variables which are
normally simpler and more comprehensible than the cor-
responding collection of models, each predicting a single
variable. So far, this approach has been limited to the tree
learning methods. The aim of the thesis was to extend
predictive clustering towards methods for learning rules,
i.e., to develop a method for learning predictive clustering
rules. Of the existing rule learning methods, majority are
based on the sequential covering algorithm [8], originally
designed for learning ordered rule lists for binary classi-
fication domains. We have developed a generalized ver-
sion of this algorithm that enables learning of ordered or
unordered rules, on single or multiple target classification
or regression domains. The newly developed algorithm is
empirically evaluated on several single and multiple target
classification and regression problems.

3 Conclusion
The work presented in the thesis comprises several contri-
butions to the area of machine learning. First, we have de-
veloped a new method for learning unordered single target
classification rules. It is loosely based on the commonly
used rule learning method CN2 [4, 3], but uses a general-
ized weighted covering algorithm [5].

Second, the developed method is generalized for learn-
ing ordered or unordered rules, on single or multiple tar-
get classification or regression domains. It uses a search
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heuristic that takes into account several rule quality mea-
sures and is applicable to all the above mentioned types of
domains.

The third contribution is the extension of the predictive
clustering approach to models in the form of rules. The
developed method combines rule learning and clustering.
The search heuristic takes into account the values of both
the target and the descriptive attributes. Different weight-
ing of these two types of attributes enable us to traverse
from predictive modeling to clustering.

The final contribution is an extensive empirical evalua-
tion of the newly developed method on single target classi-
fication and regression problems, as well as multiple target
classification and regression problems. Performance of the
new method is compared to some existing methods. The re-
sults show that on single target classification problems, the
performance of predictive clustering rules (PCRs) is com-
parable to that of CN2 rules and predictive clustering trees
(PCTs), while in the case of unordered rules, PCRs are bet-
ter than CN2 rules. Unordered PCRs are in general better
than ordered PCRs. On multiple target classification prob-
lems, PCRs are comparable to PCTs, but PCRs tend to pro-
duce smaller rule sets than (transcribed) trees. Single tar-
get regression PCRs are comparable to existing regression
rule methods, however, their performance is much worse
than that of PCTs; on multiple target regression problems,
PCRs are also much worse than PCTs. We believe the
main reason that PCTs are better than PCRs on regression
problems is the fact that PCTs use a state-of-the-art post-
pruning method, while PCRs use no post-pruning. The
comparison of the performance of single target and mul-
tiple target PCRs on multiple target problems shows, that
multiple target prediction provides comparable accuracy as
single target prediction, but multiple target prediction rule
sets are much smaller than the corresponding single target
rule sets.
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