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In this paper, we introduce three properties and their corresponding quantitative evaluation measures to
assess the ability of a visual word to represent and discriminate an object class, in the context of the
BoW approach. Also, based on these properties, we propose a methodology for reducing the size of the
visual vocabulary, retaining those visual words that best describe an object class. Reducing the vocabulary
will provide a more reliable and compact image representation. Our proposal does not depend on the
quantization method used for building the set of visual words, the feature descriptor or the weighting
scheme used, which makes our approach suitable to any visual vocabulary. Throughout the experiments
we show that using only the most discriminative and representative visual words obtained by our proposed
methodology improves the classification performance; the best results obtained with our proposed method
are statistically superior to those obtained with the entire vocabularies. In the Caltech-101 dataset, average
best results outperformed the baseline by a 4.6% and 4.8% in mean classification accuracy using SVM and
KNN, respectively. In the Pascal VOC 2006 dataset there was a 1.6% and 4.7% improvement for SVM and
KNN, respectively. Furthermore, these accuracy improvements were always obtained with more compact
representations. Vocabularies 10 times smaller always obtained better accuracy results than the baseline
vocabularies in the Caltech-101 dataset, and in the 93.75% of the experiments on the Pascal VOC dataset.

Povzetek: S pomocjo rudarjenja podatkov se prispevek ukvarja z iskanjem besed za razlocevanje razredov

objektov.

1 Introduction

One of the most widely used approaches for represent-
ing images for object categorization is the Bag of Words
(BoW) approach [5]. BoW-based methods have obtained
remarkable results in recent years and they even obtained
the best results for several classes in the recent PASCAL
Visual Object Classes Challenge on object classification
[8]. The key idea of BoW approaches is to discretize the en-
tire space of local features (e.g., SIFT [22]) extracted from
a training set at interest points or densely sampled in the
image. With this aim, clustering is performed over the set
of features extracted from a training set in order to identify
features that are visually equivalent. Each cluster is inter-
preted as a visual word, and all clusters form a so-called
visual vocabulary. Later, in order to represent an unseen
image, each feature extracted from the image is assigned to
a visual word of the visual vocabulary; from which a his-
togram of occurrences of each visual word in the image is

obtained, as illustrated in Figure 1.

One of the main limitations of the BoW approach is that
the visual vocabulary is built using features that belong to
both the object and the background. This implies that the
noise extracted from the image background is also con-
sidered as part of the object class description. Also, in
the BoW representation, every visual word is used, regard-
less of its low representativeness or discriminative power.
These elements may limit the quality of further classifica-
tion processes. In addition, there is no consensus about
which is the optimal way for building the visual vocabu-
lary, i.e., the clustering algorithm used, the number of clus-
ters (visual words) that best describe the object classes, etc.
When dealing with relatively small vocabularies, clustering
can be executed several times and the best performing vo-
cabulary can be selected through a validation phase. How-
ever, this becomes intractable for large image collections.

In this paper, we propose three properties to assess the
ability of a visual word to represent and discriminate an
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Figure 1: Classical BoW approach overview (steps 1 to 4). First, regions/points of interest are automatically detected and
local descriptors over those regions/points are computed (step 1 and 2). Later in step 3, the descriptors are quantized into
visual words to form the visual vocabulary. Finally, in step 4, the occurrences in the image of each specific word in the
vocabulary for constructing the BoW feature are found. In this work, we propose to introduce step () in order to use only
the most discriminative and representative visual words from the visual vocabulary in the BoW representation.

object class in the context of the BoW approach. We de-
fine three measures in order to quantitatively evaluate each
of these properties. The visual words that best represent a
class, best generalize over intra-class variability and best
differentiate between object classes will obtain the high-
est scores for these measures. A methodology for reducing
the size of the visual vocabulary based on these proper-
ties is also proposed. Our proposal does not depend on
the clustering method used to create the visual vocabulary,
the descriptor used (e.g., SIFT, SURF, etc.) or the weight-
ing scheme used (e.g., ff, tf-idf, etc.) Therefore, it can be
applied to any visual vocabulary to improve its representa-
tiveness, since it does not build a new visual vocabulary, it
rather finds the best visual words of a given visual vocabu-
lary.

Experiments conducted on the Caltech-101 [10] and Pas-
cal VOC 2006 [9] datasets, in a classification task, demon-
strate the improvement introduced by the proposed method.
Tested with different vocabulary sizes, different interest
points extraction and description methods, and different
weighting schemas, the classification accuracies achieved
using the entire vocabulary were always statistically infe-
rior to those achieved by several of the vocabularies ob-
tained by filtering the baseline vocabulary, using our pro-
posed vocabulary size reducing methodology. Moreover,
the best results were obtained with as few as the 13.4%
and 17.2%, in average, of the baseline visual words for the
Caltech-101 and Pascal VOC 2006 datasets, respectively.
Compared with a state-of-the-art mutual information based
method for feature selection our proposal obtains superior
classification accuracy results for the highest compression
rates and comparable results for the other filtering sizes.

The paper is organized as follows: Section 2 gives an
overview on related works for building more discrimina-
tive and representative visual vocabularies. Section 3 intro-
duces the proposed properties and measures for the evalua-

tion of the representativeness and distinctiveness of visual
words. The performance of our proposed method on two
data sets and a discussion of the obtained results are pre-
sented in Section 4. Finally, Section 5 concludes the paper
with a summary of our findings and a discussion of future
work.

2 Related work

Several methods have been proposed in the literature to
overcome the limitations of the BoW approach [25]. These
include part generative models and frameworks that use ge-
ometric correspondence [30, 23], works that deal with the
quantization artifacts introduced while assigning features
to visual words [15, 11], techniques that explore different
features and descriptors [24, 12], among many others. In
this section, we briefly review some recent methods aimed
to build more discriminative and representative visual vo-
cabularies, which are more related to our work.

Kersorn and Poslad [17] presented a framework to im-
prove the quality of visual words by constructing visual
words from representative keypoints. Also, domain spe-
cific non-informative visual words are detected using two
main characteristics for non-informative visual words: high
document frequency and a small statistical association with
all the concepts in the collection. In addition, the vector
space model of visual words is restructured with respect to
a structural ontology model in order to solve visual syn-
onym and polysemy problems.

Zhang et al. [29] proposed to obtain a visual vocabu-
lary comprised of descriptive visual words and descriptive
visual phrases as the visual correspondences to text words
and phrases. Authors state that a descriptive visual element
can be composed by the visual words and their combina-
tions and that these combinations are effective in represent-
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ing certain visual objects or scenes. Therefore, they define
visual phrases as frequently co-occurring visual word pairs.

Lopez-Sastre et al. [21] presented a method for building
a more discriminative visual vocabulary by taking into ac-
count the class labels of images. The authors proposed a
cluster precision criterion based on class labels in order to
obtain class representative visual words through a Recip-
rocal Nearest Neighbors clustering algorithm. Also, they
introduced an adaptive threshold refinement scheme aimed
to increase vocabulary compactness.

Liu [19] builds a visual vocabulary based on a Gaus-
sian Mixed Model (GMM). After K-Means clusters are ob-
tained, GMM is then used to model the distribution of each
cluster. Each GMM will be used as a visual word of the
visual vocabulary. Also, a soft assignment schema for the
bag of words is proposed based on the soft assignment of
image features to each GMM visual word.

Liu and Shah [20] exploit mutual information maximiza-
tion techniques to learn a compact set of visual words and
to determine the size of the codebook. In their proposal two
codebook entries are merged if they have comparable dis-
tributions. In addition, spatio-temporal pyramid matching
is used to exploit temporal information in videos.

Most popular visual descriptors are histograms of im-
age measurements. It has been shown that with histogram
features, the Histogram Intersection Kernel (HIK) is more
effective than the Euclidean distance in supervised learning
tasks. Based on this assumption, Wu et al. [28] proposed a
histogram kernel k-means algorithm which use HIK in an
unsupervised manner to improve the generation of visual
codebooks.

In [4], in order to use low level features extracted from
images to create higher level features, Chandra et al. pro-
posed a hierarchical feature learning framework that uses
a Naive Bayes clustering algorithm. First, SIFT features
over a dense grid are quantized using K-Means to obtain
the first level symbol image. Later, features from the cur-
rent level are clustered using a Naive Bayes-based cluster-
ing and quantized to get the symbol image at the next level.
Bag of words representations can be computed using the
symbol image at any level of the hierarchy.

Jiu et al. [16], motivated by obtaining a visual vocabu-
lary highly correlated to the recognition problem, proposed
a supervised method for joint visual vocabulary creation
and class learning, which uses the class labels of the train-
ing set to learn the visual words. In order to achieve that,
they proposed two different learning algorithms, one based
on error backpropagation and the other one based on cluster
label reassignment.

In [27], the authors propose a hierarchical visual word
mergence framework based on graph-embedding. Given a
predefined large set of visual words, their goal is to hierar-
chically merge them into a small number of visual words,
such that the lower dimensional image representation ob-
tained based on these new words can maximally maintain
classification performance.

Zhang et al. [31] proposed a supervised Mutual Infor-
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mation (MI) based feature selection method. This algo-
rithm uses MI between each dimension of the image de-
scriptor and the image class label to compute the dimension
importance. Finally, using the highest importance values,
they reduce the image representation size. This method
achieve higher accuracy and less computational cost than
feature compression methods such as product quantization
[14] and BPBC [13].

In our work, similarly to [17, 21, 16], we also use the
class labels of images. However, we do not use the class la-
bels to create a new visual vocabulary but for scoring the set
of visual words, according to their distinctiveness and rep-
resentativeness for each class. It is important to emphasize
that our proposal does not depend on the algorithm used for
building the set of visual words, the descriptor used nor the
weighting scheme used. The previously mentioned charac-
teristics make our approach suitable to any visual vocabu-
lary since it does not build a new visual vocabulary, it rather
finds the best visual words of a given visual vocabulary. In
fact, our proposal could directly complement all the above
discussed methods, by ranking their resulting vocabularies
according to the distinctiveness and representativeness of
the obtained visual words, although is out of the scope of
this paper to explore it.

3 Proposed method

Visual vocabularies are commonly comprised by a lot of
noisy visual words due to intra-class variability and the in-
clusion of features from the background during the vocab-
ulary building process, among others. Later, for image rep-
resentation every visual word is used, which may lead to an
error-prone image representation.

In order to improve image representations, we introduce
three properties and their corresponding quantitative eval-
uations to assess the ability of a visual word to represent
and discriminate an object class in the context of the BoW
approach. We also propose a methodology, based on these
properties, for reducing the size of the visual vocabulary,
discarding those visual words that worst describe an object
class (i.e., noisy visual words). Reducing the vocabulary
in such a manner will allow to have a more reliable and
compact image representation.

We would like to emphasize that all the measures pro-
posed in this section are used during the training phase;
therefore, we can use all the knowledge about the data that
is available during this phase.

3.1 Inter-class representativeness measure

A visual word could be comprised of features from differ-
ent object classes, representing visual concepts or parts of
objects common to those different classes. These common
parts or concepts do not have necessarily to be equally rep-
resented inside the visual word because, even when similar,
object classes should also have attributes that differentiate
them. Therefore, we can say that, in order to represent an
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object class the best, a property that a visual word must
satisfy is to have a high representativeness of this class. In
order to measure the representativeness of a class ¢; in vi-
sual word k, the measure M is proposed:

My (k,cj) = Jhes (1)

Nk

where f}, ., represents the number of features of class c;
in visual word k and ny is the total number of features in
visual word k.

Figure 2 shows M values for two example visual
words. In Figure 2 a) the ‘blue’ class has a very high value
of M because most of the features in the visual word be-
long to the O class, being the opposite for the classes O
and A that are poorly represented in the visual word. Fig-
ure 2 b) shows an example visual word where every class is
nearly equally represented, therefore every class have sim-
ilar M values.

3.2 Intra-class representativeness measure

A visual word could be comprised of features from differ-
ent objects, many of them probably belonging to the same
object class. Even when different, object instances from
the same class should share several visual concepts. Tak-
ing this into account, we can state that a visual word best
describes a specific object class while more balanced are
the features from that object class comprising the visual
word, with respect to the number of different training ob-
jects belonging to that class. Therefore, we could say that,
in order to represent an object class the best, a property that
a visual word must satisfy is to have a high generalization
or intra-class representativeness over this class.

To measure the intra-class representativeness of a visual
word k for a given object category c;, the measure p is
proposed:

e
p(k,cj) = o

€ m=1

Om,k,Cj 1

fk,Cj OcJ-

where Ocj is the number of objects (images) of class ¢; in
the training set. oy, k. is the number of features extracted
from object m of class c; in visual word k, and fk,cj is the
number of features of class ¢; that belong to visual word
k. The term 1/O,, represents the ideal ratio of features
of class c; that guarantees the best balance, i.e., the case
where each object of class c; is equally represented in vi-
sual word k.

The measure y evaluates how much a given class devi-
ates from its ideal value of intra-class variability balance.
In order to make this value comparable with other classes

and visual words, p could be normalized using its maxi-
. .. 20, -2
mum possible value, which is o

) 2

J
Taking into account that p takes its maximum value in
the worst case of intra-class representativeness, the mea-
sure M, is defined to take its maximum value in the case
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of ideal intra-class variability balance and to be normalized
by max(p(k, ¢;)):

O,
O., J
M2(kvcj) =1- 2- (Ocj - 1) mzzl

Om,k,Cj 1
f k,c; OcJ- ’
3)
Figure 3 shows the values of My on two example visual
words. In Figure 3 a), the number of features from the
different images of the O class in the visual word is well
balanced, i.e., the visual word generalizes well over intra-
class variability for the O class, hence this class presents a
high M, value. In contrast, in Figure 3 b) only one image
from the O class is well represented by the visual word.
As the visual word represents a visual characteristic only
present in one image, it is not able to well represent intra-
class variability, therefore, the O class will have a low value
of M in this visual word.

3.3 Inter-class distinctiveness measure

M and M, provide, under different perspectives, a quan-
titative evaluation of the ability of a visual word to describe
a given class. However, we should not build a vocabu-
lary just by selecting those visual words that best repre-
sent each object class, because this fact does not directly
imply that the more representative words will be able to
differentiate well one class from another, as a visual vo-
cabulary is expected to do. Therefore, we can state that, in
order to be used as part of a visual vocabulary, a desired
property of a visual word is that it should have high val-
ues of M1 (k,c;) and Mo (k,c;) (represents well the ob-
ject class), while having low values of M (k, {c;}¢) and
Ma(k,{c;}€) (misrepresents the rest of the classes), i.e.,
it must have high discriminative power.

In order to quantify the distinctiveness of a visual word
for a given class, the measure M3 is proposed. M3 ex-
presses how much the object class that is best represented
by visual word k is separated from the other classes in the
M and M, rankings.

Let O (K, c;) be the set of values of a given measure
M for the set of visual words K = {ki,ko,...,kn} and
the object class c;, sorted in descending order of the value
of M. Let ®(k, ¢;) be the position of visual word k € K
in O (K, cj). Let Py = ming,cc(P(k, c;j)) be the best
position of visual word & in the set of all object classes
C = {c1,c2,...,cq}. Let ¢, = argming, cc(P(k,c;)) be
the object class where k has position Pg. Then, the inter-
class distinctiveness (measure M3), of a given visual word
k for a given measure M, is defined as:

1

Malh: M) = e DR - D)

> (®(k,ci) — Pr).

cj#cy
€]
In Figure 4, the M3 measure is calculated for two vi-
sual words (i.e., ko and k5) of a six visual words and three
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ng = 20
Mi(k,O) =0.85
M (k,0)=0.10

My (k,A) = 0.05
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ni = 20
Mi(k,O) =0.35
M (k,0) =0.30
My (k,A)=0.35

(b)

Figure 2: (best seen in color.) Examples of M7 measure values for a) a visual word with a well-defined representative
class (O class with high M; value, O and A classes with low M values) and b) a visual word without any highly
representative class (O, O and A classes have low and very similar M, values).

05 =4

fro =17

Ored’ 1,0 = O
Oplue’ x,O = 4
Ovellow’ 1O = 4

O‘gray’,k,O =4

M 2(k; O) = 0:9559

(@)

OO =14
ka’o =17
Ored’ k0 = 1

Oplye’ 0= 13
Oyellow’ k0 = 1
Ogray’ 1,0 = 2

M 2(k; O) = 0:4853

(b)

Figure 3: (best seen in color.) Examples of M5 measure values for the O class in a) a visual word where there is a good
balance between the number of features of different images of the O class (high M5 value), and in b) the opposite case
where only one image for the O class is predominantly represented in the visual word (low M value). In the figure,
different fill colors of each feature in the visual word represent features extracted from different object images of the same

class.



