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To align different ontologies, it is necessary to find effective ways to achieve interoperability of 

information in the context of the Semantic Web. The development of accurate and reliable techniques 

to automatically perform this task, it is becoming more and more crucial as overlap between 

ontologies grows proportionally. In order to solve the problem that traditional machine translation 

cannot meet the needs of users because of the slow translation speed. According to the characteristics 

of Ontology's domain knowledge concept system, deep neural network learning model based machine 

translation method is proposed. Through the experimental design, we examine the translation time 

and BLEU score and other indicators. After junior translators use the tools, the translation time is 

reduced by 34.0% and the BLEU score increases by 7.59; after the senior translators use the tools, 

the translation time is reduced by 11.3%, and the BLEU score is increased by 1.67. Analysis of the 

experimental results shows that the essence of this method is to complement translation skills, so it is 

more effective for junior translators who are not good enough in translation skills. The machine 

translation method based on deep neural network learning can significantly improve the quality and 

efficiency of translation. 

Povzetek: Predstavljena je metoda prevajanja s pomočjo globokih nevronskih mrež in ontologij. 

 

1 Introduction 
The language-neutral world and linguistic knowledge are 

fully integrated by the machine translation system which 

is of very high quality. The world knowledge is widely 

modeled by utilizing the ontology at the conceptual level. 

This article introduces a deep neural network learning 

model machine translation system based on ontology. In 

this system, ontology is used as a model of world 

knowledge [1]. It is organized by organizing concepts. 

One of the main application areas of machine translation 

is the translation of scientific documents. [2-4]. 

According to the sequence of translation methods, 

machine translation methods can be further divided into 

statistical machine translation methods, and deep-

learning based translation methods. 

For the many applications like computer vision, 

speech recognition, natural language processing, multi-

task,  the high performance is achieved by the deep 

learning [5]. It is also known as representation learning 

in which aspect of automatic representation learning is 

highlighted. For characterizing biological phenomena, 

main features biomedical ontologies provide are 

controlled vocabularies. The phenotypes are observed in 

model organism databases are characterized by the 

 

Figure 1: A sample ontology for sports domain. 
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phenotype ontologies [9-12]. The concepts, relationships, 

axiomatic constraints and the domain knowledge’s 

formal representation are provided by ontology. The 

sample of ontology is shown in Figure 1. The regularities 

from data with various semantic granularities are 

encoded by the set of representations [13-17].  

The core idea is to use the distributed representation 

of deep learning methods to solve the problem of 

statistical translation methods for modeling the global 

context and deep semantic information [18-20]. 

Traditional statistical machine translation has two 

problems: One is its complicated translation model, and 

the other is its poor handling of long-distance 

dependencies. However, machine translation based on 

deep learning has been able to deal with the problem of 

long-distance dependence well due to the introduction of 

sequence models and the recently proposed attention 

mechanism [21]. At the same time, this end-to-end 

translation model greatly simplifies the traditional 

statistical machine translation model. Therefore, machine 

translation based on deep learning has been developed 

rapidly in recent years, which has attracted widespread 

attention from industry and academia. The rest of the 

paper is organized as follows. Section II provides an 

overview of the exhaustive literature survey along with 

the contribution of the paper followed by a methodology 

adopted in section III. The experimental design is 

explained in section IV. A detailed discussion of 

obtained results is in section V. Finally, concluding 

remarks are provided in section VI. 

2 Literature review 
Using semantic web technology to deal with homonyms 

and homonyms semantically and others based on 

ontology of Arabic English machine translation model 

NAN, this model can simulate human translation. [22]. 

Firstly, the multi-layer NN is combined with the 

undirected probability model to utilize the similarity and 

context information efficiently to model word alignment. 

Secondly, low size will be used. The feature 

representation is combined with other features into the 

preorder model of linear ranking Xia, Y. to construct the 

preorder model named NNPR. Combining the word 

alignment model and preorder model in the same deep 

neural network, this is a deep neural networks based on 

the statistical machine translation model. 

In major biological database, ontologies have long 

been engaged in the life sciences. In the machine 

learning models, the background knowledge in 

similarity-based analysis is provided by the ontologies 

[23].  There is a great development of the methods 

employed the combination of ontologies and machine 

learning. Author in this paper provides the overview of 

ontologies methods for the similarity computation. The 

background knowledge in ontologies is exploited by the 

ontology embedding which measures the semantic 

similarity. [24]. A translator-based operational 

interoperability model is defined for cyber-physical 

systems interaction. The translator learning task and 

machine learning tasks are presented by the author. [25]. 

The deep neural networks are trained by employing the 

state-of-the-art methods. The several experiments are 

performed and presented for accurately performing the 

ontology reasoning on very large and challenging 

benchmarks. There are different obstacles in which logic-

based symbolic reasoning are prohibited [26]. By 

introducing formal semantics into deep learning process, 

a semantic rich deep learning model is designed from a 

knowledge driven perspective. Author proposed 

ontology-based deep restricted Boltzmann machine (OB-

DRBM) which utilized for designing the deep restricted 

Boltzmann machines (DRBM) architecture [27]. The 

amount of data that needs to be represented grows 

proportionally as the semantic web technologies are 

expanding and becoming more popular. Among 

knowledge bases, redundancy occurs since web 

technologies are designed to be decentralized. The 

machine learning techniques based approach is presented 

by the author and the semantic information can be 

retrieved automatically from text information within 

ontologies. The convolution neural networks were 

utilized for this work. [28]. It is shown that the deep 

learning methods result in high performance in the field 

of vision, speech recognition, machine translation, art, 

medical imaging etc. The Convolutional Neural Network 

(CNN), Recurrent Neural Network (RNN), including 

Long Short-Term Memory (LSTM) and Gated Recurrent 

Units (GRU), are covered in this survey. 

This paper designs a machine online translation 

system based on the deep neural network method. 

According to the characteristics of Ontology's domain 

knowledge concept system, a machine translation method 

based on deep neural network learning model is 

proposed. It is a major innovation of cross-language 

information retrieval technology in my country and has a 

wide range of social and industrial application values. 

3 Research methods 

3.1 Neural network machine translation 

model 

The neural network machine translation model can be 

directly mapped to the output sequence in an end-to-end 

manner. If the given source language is: 

𝑋 = {𝑥1, 𝑥2,. . . 𝑥𝑛} 

Set the target language as: 

𝑌 = {𝑦1, 𝑦2 , . . . , 𝑦𝑛} 

Then the modeling translation probability based on 

neural network is expressed as: 

𝑝(𝑌|𝑋) = ∏ 𝑃𝑚
𝑡=1 (𝑦𝑡|𝑦 < 𝑡, 𝑋)   

In the formula, 𝑦 < 𝑡 = 𝑦1, 𝑦2, . . . , 𝑦𝑡−1, apply GRU, 

LSTM and other non-linear units to the neural network 

machine translation model, with the current input 𝑥𝑡 
hidden state. ℎ𝑡−1, calculate the hidden state ℎ𝑡： 

ℎ𝑡 = 𝑅𝑁𝑁(ℎ𝑡−1, 𝑥𝑡) 
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In order to effectively enrich the context information, 

through the source language of the encoding segment, the 

encoding results in different directions. 

Integration, making it the final hidden state, this 

process is expressed as: 

𝒉𝒕
→ 
= 𝑹𝑵𝑵(𝒉

→
𝒕−𝟏 , 𝒙𝒕) 

𝒉𝒕
→ 
= 𝑹𝑵𝑵(𝒉

←
𝒕−𝟏 , 𝒙𝒕) 

𝒉𝒕 = [
𝒉
→
𝒕

𝒉
←
𝒕

] 

Realize the generation of the target language through 

the decoder side: 

𝑞 = 𝑔(𝑦𝑡−1, 𝑐𝑡 , 𝑠𝑡) 
𝑝(𝑦𝑡|𝑦 < 𝑡, 𝑋) = 𝑠𝑜𝑓𝑡 𝑚𝑎𝑥( 𝑞) 

The 𝑞 in the formula refers to the target end word 

tensor that needs to be predicted，𝑔(. )
 

refers to the 

nonlinear element,𝑠𝑡refers to the hidden state on the 

decoder side. The 𝑐𝑡 
refers to the weighted sum 

calculation of all hidden states at the source 𝑐𝑡. 
The method is: 

𝑐𝑡 = 𝑎𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛(𝑠𝑡−1, ℎ) = ∑𝑎𝑡

𝑛

𝑖=1

, ℎ𝑖 𝑖 

𝑎𝑡,𝑖 = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝑉𝑎
𝑇𝑡𝑎𝑚ℎ(𝑊𝑎𝑠𝑡−1 + 𝑈𝑎ℎ𝑗)) 

In the formula 𝑉𝑎, 𝑊𝑎, 𝑈𝑎 refers to neural network 

training parameters. Figure 2 shows the structure of 

neural network machine translation. 

3.2 Design of machine online translation 

system 

3.2.1 The overall structure of the system 

The machine online translation system designed in this 

paper mainly includes knowledge management, 

translation subsystem, and user interface [29, 30]. Figure 

3 shows the overall system structure. The rule-based 

method of the system model is based on the rule method 

and analyzed through the source language. It logically 

includes three stages of generation, conversion and 

analysis. This method uses knowledge sources as a rule 

base and a comprehensive dictionary. Based on the deep 

neural network model through the knowledge base, the 

case library is expanded to become the case pattern 

library. To put it simply, the similar structure instances in 

the library are abstracted into sentence patterns with 

variables and stored in the library. When translating, the 

input sentence is matched with the source language part 

of the pattern in the library. In the process of sentence 

analysis, the embedded person is based on the method of 

case pattern. The system realizes the effective output of 

translation results based on the influence model method. 

When the example pattern library lacks influence 

patterns and sentences similar to the input source 

language, the system inputs the translation result. 

3.2.2 Design of translation subsystem 

In the system design process, there are 8 interconnected 

functional modules in the translation subsystem. Figure 4 

shows the system translation process structure. Modules 

such as part-of-speech tagging, lexical analysis and 

shallow syntax can analyze the source language, and the 

realization of instance module matching takes the 

instance pattern as the basis [31]. The phrase target 

generation module is the main destination, which is the 

output of the target translation. 
 

Figure 2: The structure of neural network machine 

translation. 

 

Figure 3: The overall structure of the system. 

 

Figure 4: System translation process structure. 
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The knowledge source of morphological translation 

is the knowledge of linguistic rules, which is also the 

process of transforming real language text into part-of-

speech sequence. The system syntax analyzer includes 

uncollected, preprocessed word processing, and analyzes 

the self-learning results. The structural model of the 

lexical analyzer is shown in Figure 5. 

Part-of-speech tagging refers to the automatic 

tagging of the words of the input sentence in the context. 

The system uses the method of combining rules and 

statistics to mark the part of speech [32]. Sentence 

pattern transformation is the transitional stage of 

translation based on transformation generation. First, the 

sentence type is judged by sentence punctuation and 

structure [33-35]. If it is an interrogative sentence, it is 

transformed into a Chen data structure for different 

types; if it is a declarative sentence, the sentence    

information should be recorded; if it is an imperative 

sentence or an exclamation sentence, the translation is 

implemented based on the matching of the example 

pattern. 

3.2.3 Web service of machine translation 

The machine translation Web server specification is a 

logical relationship, which is added to the J2EE platform, 

mainly including the port components and SOAP 

transmission provided by the Web container and the EJB 

container. J2EE Web services must be mapped to 

existing J2EE platform roles through a single port [36-

38]. For example, J2EE Web service product provider 

roles are mapped to J2EE product provider roles.  

The Web server client includes another Web service, 

J2EE component, or any Java application. The Web 

service client view can realize remote, which provides 

local and remote transparency [39, 40]. The online 

translation system can provide another Web server, filter 

and disable Web service requests, and provide security 

constraints and login.  

4 Experimental designs 

4.1 Realization of machine online 

translation system 

In order to verify the effectiveness of the system, an 

English-Chinese translation experiment is carried out to 

analyze the role and influence of the intelligent 

translation system in the translator's translation process. 

The experiment is divided into four groups, as shown in 

Table 1. A preliminary test was conducted for juniors in 

the English Translation Department, and 20 students with 

equivalent translation levels were selected as Group A 

(as junior translators); A preliminary test was conducted 

on employees of translation companies with more than 5 

years of translation experience, and the selection of 

equivalent translation levels of 20 employees are 

regarded as group B (as professional translators). 

Experiment 

grouping 

Translator 

category 

Whether 

to use 

tools 

Test 

document 
Test index 

Group A1-

A10 

Junior 

translator 
Yes 

One with 

There are 

578 

The English 

of the 

word 

Document 

Translation 

quality: 

BLUE A11- A20 

group 

Junior 

translator 
no 

Group B1-

B10 

Senior 

translator 
Yes Translation 

efficiency: 

Translation 

time 
Group 

B11-B20 

Senior 

translator 
no 

Table 1: Experimental design. 

5 Experimental results and 

discussion 
The experimental results are shown in Table 2 to Table 5. 

The graphical representation of senior translators without 

tools is presented in Figure 6. Calculate the average 

 

Figure 5: The structural model of the lexical analyzer. 

Translator 

Number 

Translation 

time 

BLEU  

score 

A-1 1:02:30 88.40 

A-2 0:50:30 77.90 

A-3 0:30:09 67.70 

A-4 0:54:32 76.90 

A-5 0:52:40 71.40 

Table 2: Experimental results of tools used by junior 

translators. 

Translator 

Number 

Translation 

time 

BLEU 

score 

A-11 0:59:15 50.05 

A-12 1:20:10 74.00 

A-13 0:49:05 69.20 

A-14 1:05:53 70.90 

A-15 1:30:26 72.90 

Table 3: Experimental results of junior translators not 

using tools. 



Research on Machine Translation of Deep Neural Network Learning Model ... Informatica 45 (2021) 647–649 647 

 

Translator 

Number 

Translation 

time 

BLEU 

score 

B-1 1:02:43 85.60 

B-2 0:52:40 86.90 

B-3 0:49:18 75.20 

B-4 0:55:25 77.80 

B-5 1:00:45 86.00 

Table 4: Experimental results of tools used by senior 

translators. 

Translator 

Number 

Translation 

time 

BLEU 

score 

B-11 1:14:30 79.50 

B-12 0:55:10 81.10 

B-13 1:20:10 89.20 

B-14 0:58:26 72.20 

B-15 0:50:30 82.20 

Table 5: Experimental results of senior translators 

without tools. 

 

Figure 6: Experimental results of senior translators 

without tools. 

Experiment 

grouping 

Transl

ation time 

BLE

U score 

Group 

A 

use tools 0:49:57 
74.7

7 

No tools 1:15:18 
67.1

8 

Group 

B 

use tools 0:55:15 
80.2

2 

No tools 1:01:50 
78.5

5 

Table 6: Data analysis. 
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number of translation time and BLEU score for each 

group, summarized in Table 6 and Figure 7 shows the 

graphical representation for better analysis. 

 

The use of tools in the experiment of Group A 

reduced the translation time by 34.0% compared with no 

tools, and the BLEU score increased by 7.59. As 

compared with no tools, the translation time of group B 

experiment with tools reduced by 11.3%, and the BLEU 

score increased by 1.67. The improvement in translation 

efficiency and quality of group A was significantly 

greater than that of group B. The reason is that the 

essence of this method is to complement translation 

skills, so it is less effective for senior translators who 

have already excellent translation skills. 

The above experiments also verify the correctness of 

the research objectives of this article. This method can 

improve translation productivity and enable junior 

translators to reach the level of higher-level translators 

with the help of translation tools. 

6 Conclusion 
This paper makes a preliminary analysis of the machine 

translation technology learned by deep neural networks, 

and realizes the creation of a prototype system through 

research ideas. Based on cases and experiments, the 

feasibility of technical ideas are verified, the use of this 

technology in translation can innovate my country's 

cross-language information retrieval technology, and has 

a wide range of industrial application value and social 

value. In recent years, artificial intelligence technology 

has flourished. Significant progress has been made in the 

fields of image, voice or video. Although natural 

language processing is called the jewel in the crown of 

artificial intelligence, it is still difficult to understand and 

process natural language, and the effect of the 

representative application of machine translation is still 

not very satisfactory. The emergence of deep learning 

undoubtedly opened a breakthrough for machine 

translation. At present, the deep neural network learning 

based on the autonomous training of the system has been 

manually adjusted. After junior translators use the tools, 

the translation time is reduced by 34.0% and the BLEU 

score increases by 7.59; after the senior translators use 

the tools, the translation time is reduced by 11.3%, and 

the BLEU score is increased by 1.67. Analysis of the 

experimental results shows that the essence of this 

method is to complement translation skills, so it is more 

effective for junior translators who are not good enough 

in translation skills. In the future, automatic learning will 

 
Figure 7: Data analysis. 
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be realized through the establishment of statistical 

algorithms and models.  
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