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Since the reform and opening up, the exchanges between China and the world have become more and more frequent. English, as a widely used international language, plays an important role in international exchanges. English teaching includes five aspects, listening, speaking, reading, writing and translation. Writing teaching is very important but difficult. In order to improve students’ autonomous writing ability, this paper briefly introduced the real-time multi-writing teaching mode and designed an automatic scoring algorithm of writing self-evaluation auxiliary system, random sampling based Bayesian classification and combinational algorithm. One thousand CET-4 and CET-6 compositions from Chinese Learner English Corpus (CLEC) were evaluated, and the scoring effect of Bayesian classification algorithm was also tested. The results showed that the accuracy rate, recall rate and F value of the proposed algorithm was better than that of Bayesian classification algorithm under 150 feature extraction dimensions, the two algorithms had improved scoring effect under the optimal feature extraction dimensions, and the improvement amplitude of the algorithm proposed in this study was larger. In summary, the random sampling based Bayesian classification and combinational algorithm is effective and feasible as an automatic scoring algorithm of writing self-evaluation auxiliary system.

1 Introduction

As the economic globalization deepens, the communication between China and other countries is more and more frequent, and the most frequently used language is English. English teaching includes five aspects, listening, speaking, reading, writing and translation, among which writing teaching is the most important and difficult part [1]. English writing ability can be improved through a large number of writing exercises and comments of teachers. However, the number of teachers to the number of students is very small in China. Teachers cannot provide learning support to every student. If students lack guidance about writing exercises, the improvement effect will be greatly reduced. Because of the rapid development of computer and natural language research, a computer intelligence based self-correction system has been developed [2]. Despite the fact that the writing language is changeable and the effect is not ideal in practice, it is still of great help to lighten the burden on teachers and improve students’ English writing level. Deng [3] put forward a design method of cloud service platform based intelligent English writing auxiliary teaching system, constructed the overall design model of English writing teaching system, improved the intelligence level of the English writing teaching system using Cloud-P2P fusion model, and found that the English writing teaching system had favourable adaptability, learning ability and reliability. Li [4] selected two parallel classes as the object, one was taught by the traditional business English writing teaching mode and the other was guided by computer assisted technology. The teaching quality was evaluated after one academic term, and it was found that computer assisted technology had positive effect on business English writing. Tsai [5] applied the blackboard course management system in English essay writing teaching and found that the teaching result of the experimental group was superior to that of the control group after two academic years. The questionnaire result suggested that most of the students had positive learning result, indicating the teaching mode could improve the effectiveness of English writing learning. This paper briefly introduced the real-time multi-writing teaching mode and designed the automatic scoring algorithm of the writing self-evaluation assistant system. One thousand CET-4 and CET-6 compositions from Chinese Learner English Corpus (CLEC) were scored. The scoring effect of the Bayesian classification algorithm was also tested and compared with the automatic scoring algorithm.

2 English writing teaching mode

The traditional teaching mode in China is mostly “duck-stuffing”, which is similar to assembly line. Most colleges and universities regard English writing teaching as a part of English teaching, or as a subsidiary part, and moreover it is not paid much attention because of time and energy waste. The traditional teaching of English writing is usually conducted in the classroom, but teachers usually do not pay attention to whether students understand or not and only provide students with template sentences and simple explanation [6].
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3 Writing self-evaluation system

3.1 General structure of the system

The general structure of the system is shown in Figure 2. The system in this paper is a Web system based on B/S mode [9]. The client used by user runs in the browser, while the business function of the system runs on the server. The overall structure of the system is divided into 3 parts, user interface layer, business logic layer and data layer. The user interface is the web browser; the business logic layer contains all the functions of the system, and the data layer contains the data needed to run the system. Automatic scoring is the main function of the system.

3.2 Automatic scoring

3.2.1 Feature extraction

The features of compositions with different scores needed to be extracted through training corpus before use to facilitate the classification of compositions to be tested [10]. In this study, the information gain method was used to extract the features of compositions. The expression of the information gain method [11] is:

$$RG(t) = \sum_{i=1}^{k} P(a_{i}) \log(P(a_{i})) + \sum_{i=1}^{k} P(a_{i}|t) \log P(a_{i}|t)$$

(1)

where \( t \) is the feature of adjacent binary phrase, \( a_{i} \) is the set of compositions with the \( i \)-th score, \( \hat{t} \) stands for the condition in case of absence of feature \( t \), \( P(a_{i}) \) stands for the possibility of score \( a_{i} \) in the training corpus, \( P(t) \) stands for the possibility of composition containing feature \( t \) in the training corpus, \( P(a_{i}|t) \) stands for the possibility of composition containing feature \( t \) and with score \( a_{i} \), \( P(t|\hat{t}) \) stands for the possibility of composition not containing feature \( t \) and with score \( a_{i} \). \( P(a_{i}|\hat{t}) \) stands for the possibility of composition which is scored as \( a_{i} \) but not contains feature \( t \), \( k \) stands for the number of score grade, 4 here (grade 1: 1 ~ 5 points; grade 2: 6 ~ 9 points; grade 3: 10 ~ 13 points; grade 4: 13 ~ 14 points).

3.2.2 Random sampling and Bayesian classification based composition scoring algorithms

The flow of the scoring algorithm [12] is shown in Figure 3. \( Y = \arg \max_{\alpha \in \text{Class}} \sum_{y_{i} \in \text{Class}} I(\alpha = y_{i}) \) (2), where \( \alpha \) refers to different score grades, \( y_{i} \) refers to the classification result of a random sampling. \( I(\ast) \) refers to indicator function, 1 if the parameter is true and 0 if not.
The calculation formula of Bayesian classification based algorithm [13] is:

\[
P(b|a_i) = \frac{\prod_{k=1}^{N_k} P(\theta_k|a_i)^{N_k}}{N_i!} 
\]

\[
P(\theta_j|a_i) = \frac{N_{ji} + 1}{N_i + |V|} 
\]

where \( b \) refers to the spatial vector of an English composition, \( b = [\theta_1, \theta_2, \ldots, \theta_m] \), \( m \) refers to the number of features of adjacent binary phrase, \( \theta_i \) refers to the weight of the \( i \)-th feature in composition \( b \), \( V \) refers to the number of binary phrase features, \( N_k \) refers to the number of times of the \( k \)-th feature appearing in \( b \), \( P(b|a_i) \) refers to the possibility of a composition obtaining some score, \( P(\theta_j|a_i) \) refers to the possibility of feature \( \theta_j \) in a composition which is scored as \( a_i \), \( N_{ji} \) refers to the number of times of the \( j \)-th feature appearing in a composition which is scored as \( a_i \), and \( N_i \) refers to the number of all the features of a composition which is scored as \( a_i \).

4 Automatic scoring test of the writing self-evaluation system

4.1 Testing method

Five hundred of CET-4 compositions which involved two themes and 500 CET-6 compositions with which involved two themes were selected from CLEC [14]. Before the test, the compositions were scored and classified into four score grades according to the scoring criteria of CET-4 and CET-6 compositions. Based on the binary phase features, the compositions which involved four themes were scored under 150 feature extraction dimensions, i.e., the 1000 compositions were classified into four score grades using the algorithm proposed in this study. Then the compositions were scored after the automatic calculation of optimal feature dimensions. The whole system program ran on a server in a lab. The server was configured with Windows 7 system, I7 processor and 16G memory. In order to increase the persuasiveness of the results, the test results of the Bayesian classification algorithm based scoring system was selected for comparison. The test method was the same as the system proposed in this study.

4.2 Evaluation criteria

The automatic scoring effect of the writing self-evaluation system was evaluated in the aspects of accuracy rate, recall rate and F value [15]. The accuracy rate could be calculated using the following formula: the accuracy rate = correctly recognized number/total recognized number, where correctly recognized number is the number of correctly classified compositions based on above scoring algorithm and the total recognized number is the total number of compositions identified by the scoring algorithm.

The recall rate could be calculated using the following formula: recall rate = correctly recognized number/actually existed number, where actually existed number refers to the number of compositions which actually existed and ought to be recognized.

F value (comprehensive evaluation index) could be calculated using the follow formula: \( F \) value = \( 2 \times \) accuracy rate \( \times \) recall rate /(accuracy rate + recall rate).

4.3 Testing results

As shown in Table 1, the accuracy rate, recall rate and F value of the scoring algorithm were about 14%, 28% and 22% higher than those of Bayesian classification algorithm in scoring different themes of compositions. The accuracy rate, recall rate and F value of the Bayesian classification algorithm were 0.739, 0.661 and 0.690 respectively; the accuracy rate, recall rate and F value of the algorithm proposed in this study were 0.845, 0.850 and 0.844 respectively. It indicated that the algorithm proposed in this study was superior to the Bayesian classification algorithm in scoring compositions, and all

<table>
<thead>
<tr>
<th>Theme</th>
<th>Bayesian classification algorithm</th>
<th>Random sampling based Bayesian classification algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Accuracy rate (P)</td>
<td>Recall rate (R)</td>
</tr>
<tr>
<td>Theme 1 (CET-4)</td>
<td>0.719</td>
<td>0.626</td>
</tr>
<tr>
<td>Theme 2 (CET-4)</td>
<td>0.750</td>
<td>0.679</td>
</tr>
<tr>
<td>Theme 3 (CET-6)</td>
<td>0.759</td>
<td>0.710</td>
</tr>
<tr>
<td>Theme 4 (CET 6)</td>
<td>0.726</td>
<td>0.630</td>
</tr>
<tr>
<td>Average value</td>
<td>0.739</td>
<td>0.661</td>
</tr>
</tbody>
</table>

Table 1: The scoring test results of the two algorithms under 150 feature extraction dimensions.
the indicators were above 80%. Based on the binary phrase features extracted from the compositions, the algorithm could accurately classify the tested composition into the corresponding score grade and make accurate and reasonable evaluation on the content of compositions based on the score grade.

As shown in Table 2, the optimal feature extraction dimension of theme 1, 2, 3 and 4 compositions was 390, 350, 710 and 530 respectively. Considering the evaluation index values of the four themes, the accuracy rate, recall rate and F value of Bayesian classification algorithm were 0.841, 0.821 and 0.799 respectively under the optimal feature extraction dimension, and the accuracy rate, recall rate and F value of the algorithm proposed in this study were 0.992, 0.991 and 0.991 respectively.

As shown in Figure 4, the accuracy, recall rate and F value of the algorithm under the optimal feature extraction dimensions were better than those under 150 feature extraction dimensions. Moreover the three indicators of the algorithm proposed in this study were always the best, and the improvement of the algorithm was greater after changing feature extraction dimensions. That is to say, after the application of optimal feature extraction dimension, the algorithm proposed in this study could classify the compositions more accurately according to the binary phrase features, and make more accurate and reasonable evaluation according to the score grade.

### 5 Conclusion

This paper briefly introduced the real-time multi-writing teaching model and designed an automatic scoring algorithm for the writing self-evaluation system. Then 1000 CET-4 and CET-6 compositions in CLEC were scored according to four grades. As a comparison, the scoring effect of the Bayesian classification algorithm was tested. The results showed that the accuracy rate, recall rate and F value of the Bayesian classification algorithm were 0.739, 0.661 and 0.690 respectively, and the corresponding data of the algorithm proposed in this study were 0.845, 0.850 and 0.844 respectively, indicating that the scoring effect of the algorithm proposed in this study was superior to that of the Bayesian classification algorithm. Under the optimal feature extraction dimensions, the accuracy rate, recall rate and F value of the Bayesian classification algorithm were 0.739, 0.661 and 0.690 respectively, and the corresponding data of the algorithm proposed in this study were 0.845, 0.850 and 0.844 respectively, indicating that the scoring effect of the algorithm proposed in this study was superior to that of the Bayesian classification algorithm. Under the optimal feature extraction dimensions, the accuracy rate, recall rate and F value of the Bayesian classification algorithm were 0.739, 0.661 and 0.690 respectively, and those of the algorithm proposed in this study were 0.992, 0.991 and 0.991 respectively, which were improved compared to under the fixed feature extraction dimensions. Moreover the improvement amplitude of the algorithm proposed in this study was larger.

### Acknowledgement

This study was supported by General Project of Higher Education Department of Education Department of Jilin Province in 2018, Research on English “Four-in-One” Teaching Reform in College English under the Background of Internet+, Key Project of Teaching Reform of Changchun University of Engineering, June 2018 to June 2020, under researching.

### References

Design of Intelligent English Writing Self-evaluation...

Teaching, 8(11), pp. 231. https://doi.org/10.5539/elt.v8n11p231


