Benchmark Problems for Exhaustive Exact Maximum Clique Search Algorithms
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There are well established widely used benchmark tests to assess the performance of practical exact clique search algorithms. In this paper a family of further benchmark problems is proposed mainly to test exhaustive clique search procedures.

Povzetek: Podanih je nekaj novih standardnih problemov za testiranje algoritmov za iskanje klik.

1 Preliminaries

Let \( G = (V, E) \) be a finite simple graph. Here \( V \) is the set of vertices of \( G \) and \( E \) is the set of edges of \( G \). The finiteness of \( G \) means that \( G \) has finitely many nodes and finitely many vertices, that is, \( |V| < \infty, |E| < \infty \). The simplicity of \( G \) means that \( G \) does not have any loop and it does not have double edges.

Let \( C \) be a subset of \( V \). If two distinct nodes in \( C \) are always adjacent in \( G \), then \( C \) is called a clique in \( G \). When \( C \) has \( k \) elements, then we talk about a \( k \)-clique. We include the cases \( k = 0 \) and \( k = 1 \) as well when \( |C| = 0 \) and \( |C| = 1 \), respectively. Though in these cases \( C \) does not have two distinct elements.

A clique is maximal in \( G \) if it is not part of any larger clique in \( G \). In other words a clique is maximal clique of the graph \( G \) if it cannot be extended to a larger clique by adding a new node of the graph \( G \). A \( k \)-clique is a maximum clique in \( G \) if \( G \) does not contain any \( (k + 1) \)-clique. All the maximum cliques of a graph \( G \) have the same number of nodes. We call this well defined number the clique number of \( G \) and we denote it by \( \omega(G) \).

A number of problems is referred as clique search problems [1].

Problem 1. Given a finite simple graph \( G \). List all maximal cliques of \( G \) without repetition.

Problem 2. Given a finite simple graph \( G \) and given a positive integer \( k \). Decide if \( G \) has a \( k \)-clique.

Problem 3. Given a finite simple graph \( G \). Determine \( \omega(G) \).

Problem 4. Given a finite simple graph \( G \). List all maximum cliques of \( G \) without repetition.

An algorithm to solve Problem 1 can be found in [2]. The algorithm is commonly known as Bron-Kerbosch algorithm. Obviously, the Bron-Kerbosch algorithm can be used to solve Problems 2, 3 and 4. A more efficient algorithm to solve these problems was first given in [3]. The algorithm is known under the name Caraghan-Pardalos algorithm. The Bron-Kerbosch and Caraghan-Pardalos algorithms are the classical algorithms that form the base of many further clique search procedures. These algorithms are presented in [14], [26], [24], [10], [9]. But this list is not intended to be complete.

The complexity theory of the algorithm tells us that Problem 2 is in the NP-complete complexity class. (See for instance [6].) Consequently, Problem 3 must be NP-hard.

We color the vertices of \( G \) such that the following conditions are satisfied.

1. Each vertex of \( G \) is colored with exactly one color.
2. Vertices of \( G \) connected by an edge receive distinct colors.

A coloring of the nodes of \( G \) that satisfies conditions (1), (2) is called a legal coloring or well coloring of the nodes of \( G \).

Suppose that the nodes of \( G \) can be colored legally using \( k \) colors. We may use a map \( f : V \to \{1, \ldots, k\} \) to describe a coloring of the nodes of \( G \). The numbers \( 1, \ldots, k \) play the roles of the colors and \( f(v) \) is the color of the vertex \( v \) for each \( v \in V \). If for adjacent nodes \( u \) and \( v \) of \( G \)
the equation $f(u) = f(v)$ implies $u = v$, then the coloring defined by the map $f$ is a legal coloring.

There is a number of the colors $k$ such that the nodes of $G$ can be colored legally using $k$ colors and the nodes of $G$ cannot be colored legally using $k - 1$ colors. This well defined number $k$ is called the chromatic number of the graph $G$ and it is denoted by $\chi(G)$.

Graph coloring is a vast subject and we cannot make justice to this venerable field. In this paper we take a very narrow view. We are interested in only one particular application. Note that $\omega(G) \leq \chi(G)$ holds for each finite simple graph $G$ and so coloring of the nodes can be used to estimate the size of a maximum clique. However, the gap between $\omega(G)$ and $\chi(G)$ can be arbitrarily large. J. Mycielski [13] exhibited a graph $M(k)$ for which $\omega(M(k)) = 2$ and $\chi(M(k)) = k$ for each integer $k \geq 2$.

In order to find bounds for $\omega(G)$ the following node coloring was proposed in [21] Let us choose an integer $s \geq 2$ and consider a coloring of the nodes of $G$ that satisfies the following conditions.

1) Each vertex of $G$ is colored with exactly one color.

2') If the vertices $v_1, \ldots, v_s$ are vertices of a clique in $G$, then all the vertices $v_1, \ldots, v_s$ cannot receive the same color.

A coloring of the nodes of $G$ satisfying the conditions (1'), (2'), is called a monochrome $s$-clique free coloring. In short we will talk about $s$-clique free coloring. For $s = 2$ the monochrome $s$-clique free coloring of the nodes gives back the legal coloring of the nodes. There is a well defined minimum number $k$ such that the nodes of $G$ have an $s$-clique free coloring using $k$ colors. This $k$ is referred to as the $s$-clique free chromatic number of $G$ and it is denoted by $\chi^{(s)}(G)$. The inequality $\omega(G) \leq (s - 1)\chi^{(s)}(G)$ shows that $s$-clique free coloring of the nodes can be used to establish upper bound for the clique number.

A number of problems is considered in connection with coloring the nodes of a graph customarily.

**Problem 5.** Given a finite simple graph $G$ and given a positive integer $k$. Decide whether the nodes of $G$ admit a legal coloring using $k$ colors.

**Problem 6.** Given a finite simple graph $G$. Determine $\chi(G)$.

It is a well known result of the complexity theory of algorithms that Problem 5 belongs to the P complexity class for $k = 2$ and it belongs to the NP-complete complexity class for $k \geq 3$. (See for example [15].) It follows that for $k \geq 3$ Problem 6 is NP-hard.

**Problem 7.** Given a finite simple graph $G$ and two positive integers $s, k$. Decide if the nodes of $G$ have a legal $s$-clique free coloring with $k$ colors.

It was established in [23] that for $k = 3, s \geq 3$ Problem 7 is NP-complete.

2 A Mycielski type result

As we have already mentioned the chromatic number can be a poor upper estimate of the clique number. By Mycielski’s construction there are $3$-clique free graphs with arbitrarily large chromatic number. P. Erdős [5] generalized this result. Let us call the length of a shortest cordless circle in a graph the girth of the graph. Clearly, the girth of a $3$-clique free graph must be at least $4$. Erdős has proved that for given positive integers $k$ and $l$, there is a finite simple graph $G$ with girth$(G) \geq l$, $\chi(G) \geq k$. Erdős’s proof is not constructive and so it is not at all straightforward how the resulting graphs could be used in constructing test instances.

In this section we present another extension of Mycielski’s result. We replace the legal coloring of the nodes of a graph by a legal $s$-clique free coloring of the nodes of the graph. Consequently, the $s$-clique free chromatic number $\chi^{(s)}(G)$ will play the role of the chromatic number $\chi(G)$.

The result is motivated by the fact that one might try to construct clique search test instances by replacing the Mycielski graph by the graph emerging from the proof the generalized version.

**Theorem 1.** Let us choose two positive integers $s$ and $k$ with $s \geq 3$ and $k \geq 2^{(s-1)/(s-1)}$. There is a finite simple graph $L^{(s,k)}$ such that $\omega(L^{(s,k)}) \leq 2^{(s-1)}$ and $\chi^{(s)}(L^{(s,k)}) \geq k$.

The reader may notice that the graph $L^{(2,k)}$ is isomorphic to the Mycielski graph $M(k)$.

**Proof.** The proof will be constructive. We start with the special case $s = 3$. We choose an integer $k$ for which $k \geq 2^{(3-1)/(3-1)} = 2$. Let $M(k)$ be the Mycielski graph with parameter $k$. Let $u_1, \ldots, u_k$ be the nodes of $M(k)$.

We substitute the node $u_i$ of $M(k)$ by an isomorphic copy $M_i^{(k)}$ of the Mycielski graph for each $i$, $1 \leq i \leq n$. Let $v_{i,1}, \ldots, v_{i,n}$ be the nodes of $M_i^{(k)}$. We assume that the nodes $v_{1,1}, \ldots, v_{1,n}, \ldots, v_{n,1}, \ldots, v_{n,n}$ are pair-wise distinct. These nodes will be the nodes of the graph $L^{(3,k)}$.

The edges of $M_i^{(k)}$ are going to be edges of $L^{(3,k)}$ for each $i$, $1 \leq i \leq n$. Further, whenever the unordered pair $\{u_i, u_j\}$ is an edge of $M(k)$, then we add the edge $\{v_{i}^{(k)}, v_{j}^{(k)}\}$ to $L^{(3,k)}$ for each $\alpha, \beta, 1 \leq \alpha, \beta \leq n$.

The dedicated reader will not fail to notice that the construction we just presented is the so called lexicographic product of the graphs $M^{(k)}$ and $M(k)$.

We claim that $\omega(L^{(3,k)}) \leq 4$.

In order to verify the claim we assume on the contrary that $\omega(L^{(3,k)}) \geq 5$. Let $C$ be a $5$-clique in $L^{(3,k)}$. Set $V_i = \{v_{i,1}, \ldots, v_{i,n}\}$. Note that the set $V_i$ induces $M_i^{(k)}$ in $L^{(3,k)}$ as a subgraph of $L^{(3,k)}$. From the fact that $\omega(M_i^{(k)}) \leq 2$ it follows that $C$ may have at most $2$ nodes in $V_i$ for each $i$, $1 \leq i \leq n$. Therefore $C$ has nodes in some $M_i^{(k)}$ for at least $3$ distinct values of $i$. 
Suppose that \( i \) and \( j \) are distinct numbers in the set \( \{1, \ldots, n\} \). A node in \( M^{(k)} \) and a node in \( M_j^{(k)} \) can be adjacent only if the unordered pair \( \{u_i, u_j\} \) is an edge of \( M^{(k)} \). This means that \( M^{(k)} \) contains a 3-clique. But \( M^{(k)} \) does not contain any 3-clique. This contradiction completes the verification of the claim.

We claim that \( \chi(3)(L^{(3,k)}) \geq k \).

In order to prove the claim let us assume on the contrary that \( \chi(3)(L^{(3,k)}) \leq k - 1 \). Set

\[
V = V_1 \cup \cdots \cup V_n = \{v_{1,1}, \ldots, v_{1,n}, \ldots, v_{n,1}, \ldots, v_{n,n}\}.
\]

Suppose that the map \( f : V \rightarrow \{1, \ldots, k - 1\} \) defines a 3-clique free coloring of the nodes of \( L^{(3,k)} \).

The restriction of \( f \) to the set \( V_i \) is a map \( g_i : V_i \rightarrow \{1, \ldots, k - 1\} \). Clearly, the map \( g_i \) defines a coloring of the nodes of the graph \( M_i^{(k)} \). From the fact that \( \chi(M^{(k)}) \geq k \) it follows that there are adjacent distinct nodes of \( M_i^{(k)} \) such that the two nodes receive the same color \( c_i \).

Set \( U = \{u_1, \ldots, u_n\} \). Using the color \( c_i \), we define a map \( h : U \rightarrow \{1, \ldots, k - 1\} \). We set \( h(u_i) = c_i \) for each \( i, 1 \leq i \leq n \).

Note that the map \( h \) defines a legal coloring of the nodes of the graph \( M^{(k)} \). The only thing which needs verification is if \( u_i \) and \( u_j \) are distinct adjacent nodes of \( M^{(k)} \), then \( c_i \neq c_j \).

Let us assume on the contrary that \( u_i \) and \( u_j \) are distinct adjacent nodes of \( M^{(k)} \) and \( c_i = c_j \). The graph \( M^{(k)} \) has two distinct adjacent nodes \( v_{i,i(1)} \) and \( v_{i,i(2)} \) such that

\[
f(v_{i,i(1)}) = f(v_{i,i(2)}) = c_i.
\]

Similarly, the graph \( M^{(k)} \) has two distinct adjacent nodes \( v_{j,j(1)} \) and \( v_{j,j(2)} \) such that

\[
f(v_{j,j(1)}) = f(v_{j,j(2)}) = c_j.
\]

Note that the nodes \( v_{i,i(1)}, v_{i,i(2)}, v_{j,j(1)}, v_{j,j(2)} \) are the nodes of a 4-clique in \( L^{(3,k)} \). This means that the coloring defined by the map \( f \) is not a 3-clique free coloring of the nodes of \( L^{(3,k)} \). This shows that the coloring defined by the map \( h \) is a legal coloring of the nodes of \( M^{(k)} \).

The coloring defined by \( h \) is using at most \( k - 1 \) colors. This contradicts the fact that \( \chi(M^{(k)}) \geq k \). Thus we may conclude that \( \chi(3)(L^{(3,k)}) \geq k \) as we claimed.

Let us turn to the special case \( s = 4 \). We choose an integer \( k \) for which \( k \geq 2^{(4-1)/(4-1)} = 3 \). Let \( M^{(k)} \) be the Mycielski graph with parameter \( k \). Let \( u_1, \ldots, u_n \) be the nodes of \( M^{(k)} \). We substitute the node \( u_i \) of \( M^{(k)} \) by an isomorphic copy \( L_i^{(3,k)} \) of the graph \( L^{(3,k)} \) for each \( i, 1 \leq i \leq n \). Let \( v_{1,1}, \ldots, v_{1,m} \) be the nodes of \( L_i^{(3,k)} \). We assume that the nodes

\[
v_{1,1}, \ldots, v_{1,m}, \ldots, v_{n,1}, \ldots, v_{n,m}
\]

are pair-wise distinct. These nodes will be the nodes of the graph \( L^{(4,k)} \).

The edges of \( L_i^{(3,k)} \) are going to be edges of \( L^{(4,k)} \) for each \( i, 1 \leq i \leq n \). Further, whenever the unordered pair \( \{u_i, u_j\} \) is an edge of \( M^{(k)} \), then we add the edge \( v_{i,\alpha}, v_{j,\beta} \) to \( L^{(4,k)} \) for each \( \alpha, \beta, 1 \leq \alpha, \beta \leq m \).

We claim that \( \omega(L^{(4,k)}) \leq 8 \).

In order to verify the claim we assume on the contrary that \( \omega(L^{(4,k)}) \geq 9 \). Let \( C \) be a 9-clique in \( L^{(4,k)} \). Note that the set \( V_i = \{v_{1,1}, \ldots, v_{m,n}\} \) induces \( L_i^{(3,k)} \) in \( L^{(4,k)} \) as a subgraph of \( L^{(4,k)} \). From the fact that \( \omega(L_i^{(3,k)}) \leq 4 \) it follows that \( C \) may have at most 4 nodes in \( V_i \) for each \( i, 1 \leq i \leq n \). Therefore \( C \) has nodes in some \( L_i^{(3,k)} \) for at least 3 distinct values of \( i \).

Suppose that \( i \) and \( j \) are distinct numbers in the set \( \{1, \ldots, n\} \). A node in \( L_i^{(3,k)} \) and a node in \( L_j^{(3,k)} \) can be adjacent only if the unordered pair \( \{u_i, u_j\} \) is an edge of \( M^{(k)} \). This means that \( M^{(k)} \) contains a 3-clique. But \( M^{(k)} \) does not contain any 3-clique. This contradiction completes the proof of the claim.

We claim that \( \chi(4)(L^{(4,k)}) \geq k \).

In order to prove the claim let us assume on the contrary that \( \chi(4)(L^{(4,k)}) \leq k - 1 \). Set

\[
V = V_1 \cup \cdots \cup V_n = \{v_{1,1}, \ldots, v_{1,n}, \ldots, v_{n,1}, \ldots, v_{n,n}\}.
\]

Suppose that the map \( f : V \rightarrow \{1, \ldots, k - 1\} \) defines a 4-clique free coloring of the nodes of \( L^{(4,k)} \).

The restriction of \( f \) to the set \( V_i \) is a map \( g_i : V_i \rightarrow \{1, \ldots, k - 1\} \). Clearly, the map \( g_i \) defines a coloring of the nodes of the graph \( L_i^{(3,k)} \). From the fact that \( \chi(3)(L_i^{(3,k)}) \geq k \) it follows that there is a 3-clique in \( L_i^{(3,k)} \) such that the 3 nodes of the clique receive the same color \( c_i \). Set \( U = \{u_1, \ldots, u_n\} \). Using the color \( c_i \), we define a map \( h : U \rightarrow \{1, \ldots, k - 1\} \). We set \( h(u_i) = c_i \) for each \( i, 1 \leq i \leq n \).

Note that the map \( h \) defines a legal coloring of the nodes of the graph \( M^{(k)} \). The only thing which needs verification is if \( u_i \) and \( u_j \) are distinct adjacent nodes of \( M^{(k)} \), then \( c_i \neq c_j \).

Let us assume on the contrary that \( c_i = c_j \). The graph \( L_i^{(3,k)} \) has 3 distinct pair-wise adjacent nodes \( v_{i,i(1)}, v_{i,i(2)}, v_{i,i(3)} \) such that

\[
f(v_{i,i(1)}) = f(v_{i,i(2)}) = f(v_{i,i(3)}) = c_i.
\]

Similarly, the graph \( L_j^{(3,k)} \) has 3 distinct pair-wise adjacent nodes \( v_{j,j(1)}, v_{j,j(2)}, v_{j,j(3)} \) such that

\[
f(v_{j,j(1)}) = f(v_{j,j(2)}) = f(v_{j,j(3)}) = c_j.
\]

Note that the nodes

\[
v_{i,i(1)}, v_{i,i(2)}, v_{i,i(3)}, v_{j,j(1)}, v_{j,j(2)}, v_{j,j(3)}
\]

are the nodes of a 6-clique in \( L^{(4,k)} \). This means that the coloring defined by the map \( f \) is not a 4-clique free coloring of the nodes of \( L^{(4,k)} \). This shows that the coloring defined by the map \( h \) is a legal coloring of the nodes of \( M^{(k)} \).
In the coloring defined by \( h \) most \( k - 1 \) colors occur. This contradicts the fact that \( \chi(M^{(k)}) \geq k \). Thus we may draw the conclusion that \( \chi(L^{(4k)}) \geq k \) as we claimed.

Continuing in this way we can complete the proof of the theorem. \( \square \)

3 Test problems

Problems 2 and 3 are commonly referred as \( k \)-clique and maximum clique problems, respectively. As we have pointed out it is a well known result of the complexity theory of algorithms that the maximum clique problem is \( \text{NP} \)-hard. Loosely speaking it can be interpreted such that the maximum clique problem is computationally demanding.

As at this moment there are no readily available mathematical tools to evaluate the performance of practical clique search algorithms, the standard procedure is to carry out numerical experiments on a battery of well selected benchmark tests.

The most widely used test instances are the Erdős–Rényi random graphs, graphs from the second DIMACS challenge [25, 22], and hard coding problems of Deletion-Correcting Codes [20].

Evaluating the performances of various clique search algorithms is a delicate matter. On one hand one would like to reach some practically relevant conclusion about the competing algorithms. On the other hand this conclusion is based on a finite list of instances.

One has to be ever cautious not to draw overly sweeping conclusions from these inherently limited nature experiments. (We intended to contrast this approach to the asymptotic techniques which are intimately tied to infinity.)

The situation is of course not completely pessimistic. After all, these benchmarks were successful at shedding light on the practicality of many of the latest clique search procedures. However, we should strive for enhancing the test procedures. The main purpose of this paper is to propose new benchmark instances.

There are occasions when we are trying to locate a large clique in a given graph such that the clique is not necessarily optimal. This approach is referred as non-exact method to contrast it to the exhaustive search. For instance constructing a large time table in this way can be practically important and useful even without a certificate of optimality.

The benchmark tests are of course relevant in connection with non-exact procedures too. In order to avoid any unnecessary confusion we would like emphasize that in this paper we are focusing solely on the exact clique search methods.

Let \( n \) be a positive integer and let \( p \) be a real number such that \( 0 \leq p \leq 1 \). An Erdős-Rényi random graph with parameters \( n, p \) is a graph \( G \) with vertices \( 1, 2, \ldots, n \). The probability that the unordered pair \( \{x, y\} \) is an edge of \( G \) is equal to \( p \) for each \( x, y, 1 \leq x < y \leq n \). The events that the distinct pairs

\[
\{x_{i(1)}, y_{i(1)}\}, \ldots, \{x_{i(s)}, y_{i(s)}\}
\]

are edges of \( G \) are independent of each other for each subset \( \{i(1), \ldots, i(s)\} \) of \( \{1, 2, \ldots, n\} \), where \( s \geq 2 \).

In a more formal way the Erdős-Rényi random graph of parameters \( n, p \) is a random variable whose values are all the simple graphs with \( n \) vertices. The probability distribution over these graphs is specified in the manner we have described above. In this paper we can work safely in a more intuitive level. We start with a complete graph on \( n \) vertices and we decide the fate of each edge by flipping a biased coin.

In the case \( p = 0 \) we end up with a graph consisting of \( n \) isolated nodes. In the case \( p = 1 \) we end up with a complete graph on \( n \) nodes. (Paper [4] is the basic reference on Erdős-Rényi random graph.)

Let \( l, m \) be positive integers. Let \( H_i = (V_i, E_i) \) be a graph consisting of \( l \) isolated nodes. This means that \( |V_i| = l \) and \( E_i = \emptyset \) for each \( i, 1 \leq i \leq m \). Let \( V_i = \{v_{i,1}, \ldots, v_{i,l}\} \). We construct a new graph \( G = (V, E) \). We set \( V = V_1 \cup \cdots \cup V_m \). The nodes \( v_{i,r}, v_{j,s} \) are connected by an edge in \( G \) whenever \( i \neq j \). We may say that the graph \( G \) is isomorphic to the lexicographic product of the graphs \( H \) and \( K_m \), where \( H \) consists of \( l \) isolated nodes and \( K_m \) is the complete graph on \( m \) nodes. (For further details of graph products see [7].)

Clearly, \( V_i \) is an independent set in \( G \) for each \( i, 1 \leq i \leq m \). The subgraph induced by \( V_i \cup V_j \) in \( G \) is a complete bipartite graph for each \( i, j, 1 \leq i < j \leq m \). Obviously, \( \chi(G) = m \) and \( \omega(G) = m \) hold. In fact \( G \) contains \( l^m \) \( m \)-cliques.

At this stage we choose a real number \( p \) such that \( 0 \leq p \leq 1 \). At each edge of \( G \) we flip a biased coin. The edge stays with probability \( p \). We call this step randomizing \( G \). The resulting random graph \( G' \) belongs to the parameters \( l, m, p \). The \( l = 1 \) particular case corresponds to the Erdős-Rényi random graph with parameters \( m, p \).

It is clear that \( \chi(G') \leq m \) and \( \omega(G') \leq m \). In order to guarantee that \( \omega(G') = n \) holds we will plant an \( m \)-clique into \( G' \). One can achieve this by picking \( x_i \in V_i \) for each \( i, 1 \leq i \leq m \) and connect each distinct pairs among \( x_1, \ldots, x_m \) by an edge in \( G' \).

Benchmark tests based on these random graphs are collected in the BHOSLIB library. (The acronym BHOSLIB stands for Benchmarks with Hidden Optimum Solutions Library.)

After all these preparations we are ready to describe the graphs we would like to propose for testing clique search algorithms. Let \( k, m \) be positive integers. Let \( M^{(k)}_i = (V_i, E_i) \) be the Mycielski graph of parameter \( k \). Let \( V_i = \ldots \)

\[ \text{http://dimacs.rutgers.edu/pub/challenge/} \]
\[ \text{http://neilsloane.com/doc/graphs.html} \]
\[ \text{http://www.nlsde.buaa.edu.cn/~kexu/} \]
\[ \text{benchmarks/graph-benchmarks.htm} \]
\{v_{i,1}, \ldots, v_{i,n}\}$ for each $i, 1 \leq i \leq m$. We construct a new graph $G = (V,E)$. We set $V = V_1 \cup \cdots \cup V_m$. Let $v_{i,r}, v_{i,s} \in V_i$. If the unordered pair \{v_{i,r}, v_{i,s}\} is an edge of $M^{(k)}_i$, then we add this pair as an edge to $G$. These edges will be the blue edges of $G$. In other words the subgraph induced by $V_i$ in $G$ is isomorphic to $M^{(k)}_i$ for each $i, 1 \leq i \leq m$.

Pick $v_{i,r} \in V_i$, $v_{j,s} \in V_j$. We connect the nodes $v_{i,r}$, $v_{j,s}$ by an edge in $G$ whenever $i \neq j$. These edges will be the red edges of $G$.

Note that the graph $G$ is isomorphic to the lexicographic product of the graphs $M^{(k)}$ and $K_m$, where $M^{(k)}$ is the Mycielski graph of parameter $k$ and $K_m$ is the complete graph on $m$ nodes. One can verify that $\chi(G) = (k)(m)$ and $\omega(G) = (2)(m)$.

We choose a real number $p$ such that $0 \leq p \leq 1$. We randomize the red edges of $G$. We flip a biased coin and keep each red edge with probability $p$. The resulted random graph is denoted by $G'$. It is obvious that $\chi(G') \leq (k)(m)$ and $\omega(G') \leq (2)(m)$. By planting a $(2m)$-clique into $G'$ we can guarantee that $\omega(G') = (2)(m)$. We pick $x_i, y_j \in V_i$ such that the unordered pair \{x_i, y_j\} is an edge in $G'$ for each $i$, $1 \leq i \leq m$. Finally, we construct a $(2m)$-clique whose nodes are $x_1, y_1, \ldots, x_m, y_m$.

![Figure 1: The adjacency matrices of the Mycielski graph $M^{(4)}$ and the random graph $G'$.](image)

### 4 Numerical experiments

The proposed new collection of test graphs can be found on the site [clique.ttk.ptk.hu/evil](http://clique.ttk.ptk.hu/evil). The source code of the program that generates the adjacency matrices of these graphs are also available on this site.

As an illustration Figure 1 exhibits the adjacency matrix of the Mycielski graph of parameter 4. Further it depicts the adjacency matrix of the randomized version of the lexicographic product of $M^{(4)}$ and $K_4$, where $M^{(4)}$ is the Mycielski graph of parameter 4 and $K_4$ is the complete graph on 4 vertices. As the number of vertices of $M^{(4)}$ and $K_4$ are equal to 11 and 4, respectively, the product graph has 44 nodes. The probability we used for randomizing is $p = 0.98$.

In the constructions we systematically replaced the Mycielski graph $M^{(k)}$ by the graph $L(s,k)$ that appeared in the proof of Theorem 1 for small values of the parameters $s$ and $k$. The graph $M^{(4)}$ has 11 nodes. Its chromatic and clique numbers are 4 and 2, respectively. There is a graph with the same chromatic and clique numbers the so-called Chvatal graph. The Chvatal graph has 12 vertices but more symmetric than $M^{(4)}$. We replaced $M^{(4)}$ by the Chvatal graph systematically when we constructed test instances. Note that other graphs also can be used instead of these two examples. Presumably the kind of graphs where the clique number is far from the chromatic number. As the last step we randomly permuted the nodes of the graphs.

We carried out a large scale numerical experiment to check the proposed EVIL benchmark problems. We used 55 test graphs. We took 35 BHOSLIB graphs and 20 EVIL graphs. The experiment involved 7 programs implementing 12 different algorithms and so we are able to compare the running times of 660 clique searches. The processor of the computer we used was a 2.3 GHz, Xeon E5-2670v3.

The 12 clique search algorithms we used are the following.

1. Östergård\cite{14} (cliquer),
2. Li\cite{11,12} (M-cql 10, M-cql 13-1 and M-cql 13-2).
3. Konc\cite{9} (mcqd and mcqd-dyn)
4. Prosser\cite{24} (who implemented Tomita’s algorithm \cite{24}) (MCR)
5. San Segundo\cite{16,17,18,19} (BBMC, BBMC-R, BBMC-L and BBMC-X).

There are three ways to use the 2013 version of C.-M. Li program. A switch can be set to either “1” or “2” to select between two built in orderings of the nodes of the graph. In case no value of the switch is specified the program chooses between the “1” and “2” possibilities. During our test we explicitly used the switch “1” and “2” (M-cql 13-1 and M-cql 13-2).

The above programs are high quality state of art programs. It seemed reasonable to enter an unsophisticated program to the competition. The program can be found on the same site as the EVIL instances and goes under the name antiB. The brief description of the program is the following.

\[\text{http://users.aalto.fi/~pst/cliquer.html}\]
\[\text{http://home.mis.u-picardie.fr/~cli/EnglishPage.html}\]
\[\text{http://www.sicmm.org/konc/maxclique/}\]
\[\text{http://www.dcs.gla.ac.uk/~pat/maxClique/distribution/}\]
\[\text{https://www.bliocode.com/pablodev/examples_clique}\]
1) Using the simplest sequential greedy algorithm color legally the nodes of the graph and save the colors of the nodes.
2) Set $k$ to be the number of colors of the legal coloring we have located.
3) Carry out a $k$-clique search.
4) If a $k$-clique is found, then it is a maximum clique of the graph. Otherwise reduce the value of $k$ and go to step 3.

The $k$-clique search is based on the Carraghan-Pardalos algorithm, where we utilized original coloring of the nodes. The ordering of the nodes was done by the size of the color classes and the node degrees.

The results of the experiment are summarized in Table 1.

The running times on the BHOSLIB instances are shown in the first part of the table. The evaluation of the results shows that the 2013 version of Li's program with the “2” switch is on performing unexpectedly well. The running times of the cliquer and the antiB programs are outliers as well.

Our possible explanation is that although the BHOSLIB tests are excellent for heuristic big clique search programs however they are not so good for evaluating exact maximum clique search algorithms. One problem with these instances is that the nodes of these graphs are not randomly permuted. This means that a simple sequential greedy coloring will find the chromatic number at once, as the color classes are laid out consecutively. This can be remedied easily. An other possible problem is that most maximum clique search programs use coloring as an auxiliary algorithm. For these graphs the chromatic number is equal to the clique size leaving a zero optimality or duality gap. So specially designed programs, as the presented antiB, are able to take advantage of this.

The running times for the EVIL benchmark problems are shown in the second part of the table. Here the running times are more evenly distributed.

One particular result was that there is a test graph with 220 nodes – 20 copies of the $M^{(4)}$ graph, $p = 98\%$ edge probability – whose clique number could be determined by only one program in slightly less than 12 hours. We suppose that this problem is the hardest one of such small size.

For certain graph the running times of the cliquer program are again outliers. These short running times could be explained by the fact that the cliquer does not rely on legal coloring of the nodes as do the other programs. After all, we constructed the tests to widen the gap between the chromatic number and the clique number. On the same graphs but with non-permuted nodes the cliquer runs even faster. This again points out the importance of randomly permuting the nodes of the test graphs. The antiB program finishes at the last place as one would expect.

We would like to close this section with a few remarks on why the reader should appreciate the proposed benchmark problems. Although it seems that there is a large number of benchmark problems for maximum clique search algorithms the plain fact is that there are not enough of them. Many of these test problems are too easy for the modern solvers as the sizes of these problems are small. On the other hand there are test instances that are overly hard for the contemporary clique solvers. The proposed EVIL test graphs are forming parameterized families. The parameters can be tuned to produce benchmark problems in various degrees of difficulty.

5 A historical thread

The graphs that are used for benchmarking clique search algorithms are coming from various walks of discrete mathematics and its applications. In this section we will follow a particular thread in order to shed some light on the forces and demands that shaped the evolution of certain benchmark problems.

By the lack of other possibilities the performance of clique search algorithms are commonly evaluated by carrying out large scale numerical experiments. Historically the first clique search procedures were tested almost exclusively on random graphs. The Erdős-Rényi random graphs are readily available with any specified number of nodes and with any specified edge densities. These random graph are popular and useful test instances.

Since the clique size and the chromatic number of a random graph is unknown at the moment of generating them, these test graphs are not the ideal choices to test $k$-clique search algorithms or for algorithms to list all maximum cliques.

Let $G = (V,E)$ be a complete $k$-partite graph with $n$ nodes. For the sake of definiteness we assume that $V$ is partitioned into the sets $V_1,\ldots,V_k$ such that $|V_i| = \cdots = |V_k| = s$. Consequently $n = ks$. Suppose $V_i = \{v_{i,1},\ldots,v_{i,s}\}$. If $i \neq j$, then we connect each node $v_{i,\alpha}$ in $V_i$ with each node $v_{j,\beta}$ in $V_j$. Thus $G$ has $(1/2)k(k-1)s^2$ edges, that is, $|E| = (1/2)k(k-1)s^2$.

The nodes of $G$ can be legally colored using $k$ colors. The sets $V_1,\ldots,V_k$ can play the roles of the color classes. It is clear that $\omega(G) = k$. Picking exactly one node from each $V_i$ we get mutually adjacent nodes that form the nodes of a $k$-clique in $G$. The number of the maximum cliques in $G$ is equal to $s^k$. These benchmark problems are good candidates to test clique search algorithms that list all maximum cliques. These benchmark problems painfully lack the unpredictability of random graphs.

Therefore when we connect the nodes of the sets $V_i$ and $V_j$ we should do it in a randomized manner. Each of the $s^2$ edges of the bipartite graph induced by the set $V_i \cup V_j$ in $G$ is chosen with a fixed probability $p_{i,j}$. The clique size of the resulting random graph may decrease and the chromatic number of the resulting random graph may increase. By planting a randomly chosen $k$-clique into the graph we guarantee that the clique and the chromatic number are equal to $k$. 
These graphs are the BHOSLIB instances. The development of these graphs greatly enhanced the utility of random graphs in testing clique search algorithms.

A graph whose chromatic number is equal to its clique number is by no means a typical graph. This is why we propose a family of test graphs that have all the desired properties of the BHOSLIB graph and in the same time the gap between the clique and chromatic numbers can be set in a more flexible manner.

Let \( G = (V, E) \) be the graph we intend to construct. Let us start with a graph \( M = (W, F) \) such that \( \chi(M) = r, \chi(M) = s \) are known. Suppose \( W = \{w_1, \ldots, w_m\} \). We consider \( k \) isomorphic copies \( M_1, \ldots, M_k \) of \( M \). Let \( M_i = (W_i, F_i) \), where \( W_i = \{w_{i,1}, \ldots, w_{i,m}\} \).

In order to construct the graph \( G \) we set \( V = W_1 \cup \cdots \cup W_k \). Here we assume that the sets \( W_1, \ldots, W_k \) are pair-wise disjoint. Consequently \( G \) has \( km \) nodes. Let us pick two distinct \( W_i \) and \( W_j \). We connect \( w_{i,\alpha} \) and \( w_{j,\beta} \) for each \( \alpha, \beta \), \( 1 \leq \alpha, \beta \leq m \). The resulting graph \( G \) has \( km \) nodes and \( k|F| + (1/2)k(k-1)m^2 \) edges. Clearly, \( \omega(G) = k\omega(M) = kr \) and \( \chi(G) = k\chi(M) = ks \).

As a next step we randomize \( G \). Namely, we pick each of the \( mn^2 \) edges running between \( W_i \) and \( W_j \) with a fixed probability \( p_{i,j} \). (In many cases we choose all \( p_{i,j} \) to be equal.) Because we drop edges from the graph \( G \), the quantities \( \omega(G), \chi(G) \) may change. By planting a random \((kr)\)-clique we may restore the original \( \omega(G) \). The chromatic number of the new random graph may decrease. If the probability \( p_{i,j} \) is close to one then most likely the decrease in the chromatic number is small. When we choose a graph \( M \) for which \( \omega(M) \) is much smaller than \( \chi(M) \), then for the resulting random graph the gap between the clique and chromatic numbers most likely does not disappear.

The resulting random graphs are the test instances proposed in this paper.

The Szemerédi regularity lemma teaches us that a large dense graph can be transformed into a form which is very similar to our proposed graph. So the proposed graph is not overly artificial.

### 6 Reducing the number of nodes

We use the graphs \( L^{s,k} \) defined in the proof of Theorem 1 to construct benchmark instances. It is imperative to construct hard benchmark instances with as few nodes as possible. In this section we will show that with a little extra care we can reduce the number of the nodes and still get a graph which has the required properties of the graphs \( L^{s,k} \). For the sake of simplicity we will restrict our attention to the special case \( s = 3 \).

Let \( G = (V,E) \) be a finite simple graph. A subset \( C \) of \( V \) is called an edge covering set of \( G \) if each edge of \( G \) has at least one end point in \( C \).

Let \( \mu(k) \) be the number of the nodes of the Mycielski graph \( M^{(k)} \) of parameter \( k \). The Mycielski graph \( M^{(3)} \) is a circle consisting of 5 nodes and 5 edges. Thus \( \mu(3) = 5 \). The Mycielski graph \( M^{(k+1)} \) is constructed from the Mycielski graph \( M^{(k)} \) in the following way.

Suppose \( U = \{u_1, \ldots, u_n\} \) is the set of nodes of \( M^{(k)} \). Here of course \( n = \mu(k) \). In order to construct \( M^{(k+1)} \) from \( M^{(k)} \) we add new nodes \( v_1, \ldots, v_n \) to the existing nodes \( u_1, \ldots, u_n \). We set \( V = \{v_1, \ldots, v_n\} \). We assume that the nodes \( u_1, \ldots, u_n \) and \( v_1, \ldots, v_n \) are pair-wise distinct. In other words we assume that \( U \cap V = \emptyset \). We draw an edge between the node \( v_i \) and each neighbor of the node \( u_i \), \( 1 \leq i \leq n \). Finally we add a new node \( w \) to the set of nodes \( U \cup V \) and draw an edge between the node \( w \) and \( v_i \) for each \( i, 1 \leq i \leq n \).

Note that the equation \( \mu(k+1) = 2\mu(k) + 1 \) holds and using \( \mu(3) = 5 \) one can compute the number of nodes of the Mycielski graph \( M^{(k)} \).

**Lemma 1.** The Mycielski graph \( M^{(k)} \) has an edge covering set of size \( \mu(k+1) \) for each \( k \geq 3 \).

**Proof.** For \( k = 3 \) the Mycielski graph is a circle consisting of 5 vertices and 5 edges. Two adjacent nodes \( x, y \) and a node \( z \) that is not adjacent to any of \( x, y \) form an edge covering set in \( M^{(3)} \). This proves the lemma in the special case \( k = 3 \).

For the remaining part of the proof we may assume that \( k \geq 4 \). We proceed by an induction on \( k \). The Mycielski graph \( M^{(k)} \) has some nodes \( u_1, \ldots, u_n \) such that \( n = \mu(k-1) \) and the subset \( U = \{u_1, \ldots, u_n\} \) induces a subgraph that is isomorphic to \( M^{(k-1)} \).

The Mycielski graph \( M^{(k)} \) has some nodes \( v_1, \ldots, v_n \) such that \( v_i \) is adjacent to each neighbor of \( u_i \) for each \( i, 1 \leq i \leq n \). Finally, \( M^{(k)} \) has a node \( w \) which is adjacent to \( v_i \) for each \( i, 1 \leq i \leq n \).

The set \( C = U \cup \{w\} \) is an edge covering set in \( M^{(k)} \). This completes the proof of the lemma. □

We do not claim that this edge covering set has the smallest possible number of nodes.

**Lemma 2.** For each integer \( k \geq 3 \) there is a graph \( N^{(k)} \) such that it has \( [\mu(k-1) + 1]k(k-1) \) nodes \( \omega(N^{(k)}) \leq 4 \) and \( \chi(N^{(k)}) \geq k \).

**Proof.** We start the construction of \( N^{(k)} \) with the Mycielski graph \( M^{(k)} \). We assume that \( U = \{u_1, \ldots, u_n\} \) is the set of nodes of \( M^{(k)} \). By Lemma 1, the graph \( M^{(k)} \) has an edge covering set \( C \), where \( n = \mu(k) \) and \( |C| = \mu(k-1) + 1 \).

We will assign a subgraph \( L_i \) to the node \( u_i \) of the graph \( M^{(k)} \) for each \( i, 1 \leq i \leq n \). The graph \( L_i \) is either a graph consisting of a single node \( v_i \) or \( L_i \) is an isomorphic copy of the Mycielski graph \( M^{(k)} \). In this second case the set of nodes of \( L_i \) is equal to \( V_i = \{v_{i,1}, \ldots, v_{i,r}\} \), where \( r = \mu(k) \).

If \( u_i \not\in C \), then to the node \( u_i \) we assign the graph \( L_i \) which consists of a single node. If \( u_i \in C \), then to the node \( u_i \) we assign the graph \( L_i \) which has \( \mu(k) \) nodes.

Let us suppose that the unordered pair \( \{u_i, u_j\} \) is an edge of the graph \( M^{(k)} \). We draw edges between each node...
of $L_i$ and each node of $L_j$. The result of repeating this procedure for each edge of the graph $M^{(k)}$ will be the graph $N^{(k)}$. Clearly, $N^{(k)}$ has
\[
\left[\mu(k-1) + 1\right]\mu(k) + \mu(k) - \mu(k-1) - 1 = \\
\left[\mu(k-1) + 1\right]\mu(k) + 2\mu(k-1) + 1 - \mu(k-1) - 1 = \\
\left[\mu(k-1) + 1\right]\mu(k) + \mu(k-1)
\]

nodes. It remains to show that $\omega(N^{(k)}) \leq 4$ and $\chi^3(N^{(k)}) \geq k$.

In order to prove that $\omega(N^{(k)}) \leq 4$ we assume on the contrary that $\omega(N^{(k)}) \geq 5$. Let $\Delta$ be a 5-clique in $N^{(k)}$. Note that
\[
\omega(L_i) = \begin{cases} 
1, & \text{if } |V_i| = 1, \\
2, & \text{if } |V_i| = \mu(k).
\end{cases}
\]
The clique $\Delta$ may contain at most one node from $L_i$ for which $|V_i| = 1$. The clique $\Delta$ may contain at most two nodes from $L_i$ when $|V_i| = \mu(k)$. It follows that there must be at least three distinct values of $i$ for which the graph $L_i$ contains a node from the 5-clique $\Delta$. This gives at least three distinct values of $i$ for which the nodes $u_i$ of $L_i$ are pair-wise adjacent. But $M^{(k)}$ does not have any 3-clique as $\omega(M^{(k)}) \leq 2$.

In order to prove that $\chi^3(N^{(k)}) \geq k$ we assume on the contrary that $\chi^3(N^{(k)}) \leq k-1$. Let $V = V_1 \cup \ldots \cup V_n$ be the set of nodes of $N^{(k)}$ and let $f : V \rightarrow \{1, \ldots, k-1\}$ be a map that describes the monochrome 3-clique free coloring of the nodes of $N^{(k)}$.

Consider a subgraph $L_i$ of $N^{(k)}$. Let $g_i$ be the restriction of $f$ to $V_i = \{v_{i,1}, \ldots, v_{i,r}\}$. Plainly, the map $g_i : V_i \rightarrow \{1, \ldots, k-1\}$ describes a coloring of the nodes of the graph $L_i$. Using the facts that $L_i$ is isomorphic to $M^{(k)}$ and $\chi(M^{(k)}) \geq k$ we can draw the conclusion that there must be two distinct adjacent nodes of $M^{(k)}$ that receive the same color.

Remember that $U = \{u_1, \ldots, u_n\}$ is the set of nodes of the Mycielski graph $M^{(k)}$ we used in the construction of $N^{(k)}$. We define a map $h : U \rightarrow \{1, \ldots, k-1\}$.

If the subgraph $L_i$ of $N^{(k)}$ has only one node, then we set $h(u_i)$ to be $f(v_{i,1})$. In plain English we assign the color of the only node of the graph $L_i$ to the node $u_i$ of the graph $M^{(k)}$.

If the subgraph $L_i$ of $N^{(k)}$ has $\mu(k)$ nodes, then there are two distinct adjacent nodes of $L_i$, say $v_{i,1}, v_{i,2}$ such that $f(v_{i,1}) = f(v_{i,2})$. In this case we set $h(u_i)$ to be $f(v_{i,1})$. In simple English assign the common color of the adjacent nodes $v_{i,1}, v_{i,2}$ of $N^{(k)}$ to the node $u_i$ of $M^{(k)}$.

We claim that the map $h : U \rightarrow \{1, \ldots, k-1\}$ describes a legal coloring of the nodes of $M^{(k)}$. The only thing we should check is that if $u_i, u_j$ are distinct adjacent nodes of $M^{(k)}$, then $h(u_i) \neq h(u_j)$ must hold.

Let us start with the case when $u_i \notin C, u_j \notin C$. The assumption that $u_i, u_j$ are distinct adjacent nodes of $M^{(k)}$ contradicts the fact that $C$ is an edge covering set in $M^{(k)}$. Therefore this case cannot occur.

If $u_i \in C, u_j \in C$, then the subgraphs $L_i, L_j$ of $N^{(k)}$ both have $\mu(k)$ nodes. There are distinct adjacent nodes $v_{i,1}, v_{i,2}$ in $L_i$ such that $f(v_{i,1}) = f(v_{i,2}) = h(u_i)$. Similarly, there are distinct adjacent nodes $v_{j,1}, v_{j,2}$ in $L_j$ such that $f(v_{j,1}) = f(v_{j,2}) = h(u_j)$. Here $h(u_i) \neq h(u_j)$ must hold since otherwise we have a 4-clique in $N^{(k)}$ whose nodes receive the same color. This cannot happen as the map $f : V \rightarrow \{1, \ldots, k-1\}$ describes a monochrome 3-clique free coloring of the nodes of $N^{(k)}$.

If $u_i \notin C, u_j \in C$, then the subgraph $L_i$ of $N^{(k)}$ has only one node and the subgraph $L_j$ of $N^{(k)}$ has $\mu(k)$ nodes. Now $f(v_{i,1}) = h(u_i)$. There are distinct adjacent nodes $v_{j,1}, v_{j,2}$ in $L_j$ such that $f(v_{j,1}) = f(v_{j,2}) = h(u_j)$. This time $h(u_i) \neq h(u_j)$ must hold since otherwise we have a 3-clique in $N^{(k)}$ whose nodes receive the same color. This cannot happen as the map $f : V \rightarrow \{1, \ldots, k-1\}$ describes a monochrome 3-clique free coloring of the nodes of $N^{(k)}$.

\[\square\]
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Table 1: Running time results in seconds for the BHOSLIB and EVIL instances. The “-” sign indicates that the running times are exceeding the 12 hour limit.