Defect Features Recognition in 3D Industrial CT Images
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Due to the limitations of production conditions, there is a certain probability that workpiece product has internal defects, which will have a certain impact on the performance of workpiece. Therefore, the internal defects detection of workpiece is essential. This study proposed a defect recognition method based on industrial computed tomography (CT) image to identify the internal defects of workpiece. The block fractal algorithm was used to locate the defect parts of the image, then the improved k-means clustering algorithm was used to segment the defect parts, and feature vector was extracted by Hu invariant moments. Finally, the firefly algorithm and radial basis function (RBF) neural network were combined to identify the defect. It was found from the experiments that the algorithm in this study had the accuracy of 97.89%, which proved the reliability of the algorithm and provided some suggestions for the defects recognition.

1 Introduction

Defect detection plays a very important role in the industrial field. Through defect detection, product quality can be effectively improved. Almohamadi et al. [1] proposed a new defect detection method based on the optimal Gabor wavelet filters, which combined with morphological analysis. The experimental results on different type of textiles showed that this algorithm was robust for defects detection of various kind of textile. Chen et al. [2] proposed a new defect detection method based on dual-tree complex wavelet transform (DT-CWT) and took advantage of near shift-invariance of DT-CWT to extract weak defect feature. Experimental results demonstrated the validity of the proposed method. Sabeenian et al. [3] presented an algorithm of defect detection by making use of multi-resolution combined statistics and spatial frequency method. The accuracy obtained by the simulation using MATLAB was found to be 99%, which proved the practicality of the algorithm. Liu et al. [4] optimized subtractive clustering method (SCM) by Akaike information criterion (AIC) and then constructed radial basis function (RBF) model by using the obtained AIC-SCM algorithm, which improved the adaptability of the RBF model. Experimental results showed that this method could identify defects with a high accuracy. Leng et al. [5] used convolutional neural network method in the detection and classification of galvanized stamping parts and obtained a precision of 99.6%. Industrial computed tomography (CT) image is a simple and efficient method [6, 7] for internal defect detection of workpiece, which can effectively detect internal defects and significantly reduce the detection cost [8]. Samarawickrama et al. [9] made defect detection of tile based on industrial CT images and found it was more accurate and efficient than the manual method. In this study, based on the industrial CT image, the defect was obtained through the localization and segmentation of the defect image, then the feature extraction was conducted by using Hu invariant moments, and finally the RBF neural network which was optimized by using the firefly algorithm was used for recognizing defects to explore the reliability of this method in defect recognition.

2 Internal defect detection of workpiece

Due to the production technology, production conditions and other aspects, workpiece products often have a certain probability of internal defects. These defects not only affect the performance of workpiece, but also have certain safety risks in the actual use process. Therefore, the detection of defects is an important part of the industrial production. Industrial CT image is an effective method for workpiece defect detection. With the development of technology, the performance of industrial CT image is gradually improving, and its cost is also reducing. It has been widely used in aerospace, military, electronics, petroleum and other fields. Industrial CT images can easily be stored and analyzed, and enable quick and accurate detection of the presence or absence of defects in workpiece, as well as evaluation of the size and location of defects [10-12]. It has higher resolution
and adaptability, so images of different gray levels can be effectively detected. At present, the detection of defects in CT images is mostly carried out manually with low accuracy. An intelligent identification method can effectively improve efficiency and reduce errors. This is the development direction of defect detection methods.

The process of defect detection based on industrial CT images proposed in this study is shown in Figure 1.

3 Defect detection algorithm

3.1 Defect localization algorithm based on block fractal

Automatic defect localization was performed using fractal theory [13]. Fractal theory is put forward by Mandelbrot, which has been extensively applied in graphics and geography. Fractal dimension [14] was obtained by Blanket algorithm which is put forward by Peleg; then the block with defects was marked, and the defect was localized.

3.1.1 Blanket algorithm

Suppose the gray function of the image is \( h(i, j) \), imagine a blanket covering the gray surface of the image, suppose the upper surface as \( O_d(i, j) \), the lower surface as \( U_d(i, j) \), and scale as \( \{ \delta \mid \delta = 1, 2, \ldots, N \} \), then the upper and lower surface under different scales can be expressed as:

\[
\begin{align*}
O_d(i, j) &= U_d(i, j) = h(i, j), \\
O_d(i, j) &= \max \left\{ O_d-i(i, j) + 1, \max_{|m, n-(i, j)| \leq 1} O_d-(m, n) \right\}, \\
U_d(i, j) &= \min \left\{ U_d-i(i, j) + 1, \min_{|m, n-(i, j)| \leq 1} U_d-(m, n) \right\}.
\end{align*}
\]

According to the above expressions, the area and volume of gray surface can be calculated, and the fractal area \( A_\delta \) can be obtained. The relation between the fractal area and the fractal dimension is:

\[
A_\delta \approx \beta \delta^2 - W, \quad (4)
\]

where \( W \) stands for the fractal dimension, and \( \beta \) stands for the constant. The following expression can be obtained by calculation:

\[
\log A_\delta \approx (2 - W) \log \delta + \log \beta. \quad (5)
\]

We see that the area of the fractal dimension is linearly related to the logarithm of the fractal dimension, and the slope of the line can be calculated to obtain the fractal dimension \( W \):

\[
W = 2 - \frac{N \sum_i \log \delta_i \log A_\delta - \sum_i \log \delta_i \sum_i \log A_\delta}{N \sum_i (\log \delta_i)^2 - \left( \sum_i \log \delta_i \right)^2}. \quad (6)
\]

3.1.2 Block fractal algorithm

(1) The image is divided into rectangular regions of the same size.

(2) The corresponding fractal area \( A_\delta \) of different scales \( \delta \) on each region is calculated by the Blanket algorithm, and \( (A_\delta, \delta) \) can be obtained.

(3) The fractal dimension \( W \) can be calculated according to formula (6).

(4) Mark the fractal threshold as \( K \). If the fractal dimension of the block is greater than this threshold, it indicates that there is an edge, and the part with the edge is marked with white.

(5) Determine if the marked blocks are workpiece edges or defect areas. As the number of blocks in defect areas is less than the workpiece edges, through calculation, if the number of blocks is greater than the connected threshold value \( T \), it means that they are workpiece edges.

(6) Remember the defect area of the workpiece after removing the workpiece edge.

3.2 Image segmentation algorithm based on improved k-means clustering

The traditional K-means clustering algorithm may reduce the reliability. To make up the deficiencies of the algorithm, the initial clustering center automatic generation algorithm [15] was used to improve the traditional algorithm.

Suppose that \( T \) is the coordinate set of image data set \( D \), \( h(x, y, z) \) stands for the gray value of somewhere in \( D \), \( V_1', \ldots, V_k' \) stands for \( K \) classes in the clustering process, \( C_1', \ldots, C_k' \) stands for \( K \) clustering centers, and \( i \) stands for the number of iterations. The algorithm steps are as follows:

(1) Determine \( K \) and the accuracy of clustering \( \delta \).

(2) The clustering center is generated by the initial clustering center automatic generation algorithm.

(3) Take each initial clustering center as the set member of the initial cluster \( V_1', \ldots, V_k' \), and \( C_1' \in V_1', \ldots, C_k' \in V_k' \).

(4) Conduct the iterations and divide \( h(x, y, z) \) into one cluster according to the minimum distance, i.e.,

\[
D(T, C_j) < D(T, C_i), \quad \text{then } h(x, y, z) \in V_j',
\]

\[
D(T, C_j) \geq D(T, C_i), \quad \text{then } h(x, y, z) \in V_j'.
\]

where \( j = 1, \ldots, k; l = 1, \ldots, k; j \neq l, D(T, C_j) \) stands for the distance function of the algorithm, i.e., the distance between \( h(x, y, z) \) and the clustering center in the i-th iteration.

(5) Reset the clustering center and then cluster again. Suppose \( h(x, y, z) \in V_j' \), then its clustering center is:
where $N_i$ stands for the feature points number of $C_i$ at the i-th iteration. The resetting of clustering center of $h(x, y, z) \in V_j$ is also carried out.

(6) Repeat (4) and (5) until the clustering center remains unchanged $Z_i^{+1} = Z_i$ or $|Z_i^{+1} - Z_i| \leq \delta$.

(7) Output image segmentation results according to clustering results. The number of clustering K stands for the number of peak values of gray histogram of reference image or the type of reference image object. The distance function is:

$$D(T, C_j) = \sqrt{(h(x, y, z) - C_j)^2}.$$

### 3.3 Feature extraction algorithm based on Hu invariant moments

Three common defects in workpieces are stomata, cracks and slag inclusion. The shape and gray information of the three defects are very different, and the feature information can be extracted for identification.

(1) Shape features

① The length-width ratio of the defect part is $z = \frac{R}{k}$, where R stands for the long axis and K stands for the short axis.

② The circularity of the defect is $e = \frac{L^2}{A}$, where $L^2$ stands for square of circumference and A stands for area.

(2) Gray information

$$\text{mean} = \frac{\sum_{x=\text{Rmin}}^{\text{Rmax}} \sum_{y=\text{Lmin}}^{\text{Lmax}} h(x, y)}{n}.$$

Establishment of RBF neural network

The number of nodes in the input layer and output layer of the neural network is 14 and 3, the hidden layer and input layer are the same, and 001, 010 and 100 stands for the stomata, cracks and slag inclusion respectively.

(1) Weight threshold optimization

① Initialize parameters: $\rho$ stands for the volatilization rate of luciferin at $t-1$, $\gamma$ stands for the update rate of luciferin, $\beta$ stands for the change rate of field, $s$ stands for the moving step length, $rs$ stands for the threshold of the perceived range of firefly, and $nt$ stands for the threshold of the number of neighbor fireflies.

② Initialization algorithm: The current position of firefly $i$ is $X_i(t), i = 1, 2, 3, \ldots, N$, each firefly has the same luciferin $l_0$ and the same decision radius $n_0$.

③ The update formula of luciferin is $l(t) = (1 - \rho)l(t-1) + \gamma f(X_i(t))$, $l(t-1)$ stands for the luciferin of firefly $i$ at $t-1$, $f(X_i(t))$ stands for the
The neighbor fireflies set formula is \( N_i(t) = \{ j : \| X_j(t) - X_i(t) \| < n(t), l(t) < l_j(t) \} \), where \( N_i(t) \) stands for the neighbor fireflies set of fireflies \( i \) at \( t \), \( \| \cdot \| \) stands for the Euclidean distance, and \( n(t) \) stands for the decision radius of fireflies \( i \) at \( t \). The probability that firefly \( i \) chooses \( j \) as neighbor firefly is \( P_j(t) = \frac{l_j(t) - l(t)}{\sum_{k \in N_i(t)} l_k(t) - l(t)} \), the position updating formula is \( X_i(t+1) = X_i(t) + s \frac{X_j(t) - X_i(t)}{\|X_j(t) - X_i(t)\|} \), and the updating formula of decision radius is \( n(t) = \min\{rs, \max[0, n(t) + \beta n t - |N_i(t)|] \} \), where \( n(t) \) stands for the perceived range of firefly \( i \) at \( t \), \( 0 < n(t) < rs \), and \( |N_i(t)| \) stands for the size of neighbor set.

After the iteration, it is judged whether the iteration number reaches the maximum. If it does, the algorithm is finished and the optimal value is recorded; if not, the iteration is continued.

(3) The above data are used as training samples for neural network testing and training.

4 Example analysis of defect workpiece

In order to verify the correctness of the method in this study, defect recognition was carried out on 100 industrial CT images of solid rocket engine model which was in a size of 512 × 512. The material of the motor body was 30GrMnSiA, the length of the motor grain was 1000 mm, and the external diameter was 150 mm. The artificial detection results were 80 defective images, and 20 non-defective images and 142 defects).

4.1 Defect localization results

The defects of the industrial CT images were positioned.

The size of block was a quarter. The calculation results of fractal dimension are shown in Figure 3.

Fractal dimension has a large influence on the accuracy of defect marks, it can be noted from Figure 3 that image defects could be clearly positioned when the fractal dimension was between 2 and 2.1 and the frequency was 0.85. Therefore, the fractal dimension was set as 2.1. The defect localization results are shown in Figure 4.

As shown in Figure 3, the algorithm used in this study can locate the defect area of the workpiece accurately and facilitate the subsequent defect detection.

4.2 Defect segmentation results

One hundred industrial CT images (80 defective images and 20 non-defective images) were processed by the improved k-mean clustering algorithm, and the results obtained were compared with the results of manual judgment, as shown in Table 2.

As can be seen from the Table 2, the algorithm successfully segmented 78 defective images, only one non-defective image was wrongly segmented, and the overall segmentation accuracy rate was relatively high, indicating that the proposed segmentation algorithm was highly reliable.
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4.3 Feature extraction results

The feature extraction of defect images was carried out by the method of abstract invariant moments. Taking the stomata as an example, its feature quantity is shown in Table 3.

<table>
<thead>
<tr>
<th>Original image</th>
<th>Translated Image</th>
<th>Image which is clockwise rotated for 90 degrees</th>
</tr>
</thead>
<tbody>
<tr>
<td>R1 0.315687</td>
<td>0.314256</td>
<td>0.312456</td>
</tr>
<tr>
<td>R2 1.935621</td>
<td>1.935124</td>
<td>1.935214</td>
</tr>
<tr>
<td>R3 4.500254</td>
<td>4.502103</td>
<td>4.505321</td>
</tr>
<tr>
<td>R4 3.785214</td>
<td>3.782158</td>
<td>3.780215</td>
</tr>
<tr>
<td>R5 2.124521</td>
<td>2.125632</td>
<td>2.120325</td>
</tr>
<tr>
<td>R6 0.234665</td>
<td>0.239654</td>
<td>0.236589</td>
</tr>
<tr>
<td>R7 0.621453</td>
<td>0.621036</td>
<td>0.625879</td>
</tr>
<tr>
<td>R8 0.235462</td>
<td>0.231456</td>
<td>0.236587</td>
</tr>
<tr>
<td>R9 0.625471</td>
<td>0.620852</td>
<td>0.623168</td>
</tr>
<tr>
<td>R10 0.442123</td>
<td>0.441258</td>
<td>0.446852</td>
</tr>
</tbody>
</table>

Table 3: Defect feature value of stomata.

These 10 feature values were extracted, plus two shape features and two gray features, a total of 14 feature vectors obtained.

4.4 Feature recognition results

The theoretical output value and actual output value of 10 defects identified in 8 pictures are shown in Table 4.

<table>
<thead>
<tr>
<th>No.</th>
<th>Theoretical output</th>
<th>The actual output</th>
</tr>
</thead>
<tbody>
<tr>
<td>A1</td>
<td>0 0 1</td>
<td>0.02132 0.01253</td>
</tr>
<tr>
<td>A2</td>
<td>0 0 1</td>
<td>0.01023 0.02154</td>
</tr>
<tr>
<td>A3</td>
<td>1 0 0</td>
<td>0.89652 0.10235</td>
</tr>
<tr>
<td>A4</td>
<td>0 1 0</td>
<td>0.02158 0.95213</td>
</tr>
<tr>
<td>A5</td>
<td>0 0 1</td>
<td>0.01245 0.08521</td>
</tr>
<tr>
<td>A6</td>
<td>0 1 0</td>
<td>0.01852 0.95210</td>
</tr>
<tr>
<td>A7</td>
<td>1 0 0</td>
<td>0.89658 0.42011</td>
</tr>
<tr>
<td>A8</td>
<td>0 1 0</td>
<td>0.02145 0.90258</td>
</tr>
<tr>
<td>A9</td>
<td>0 0 1</td>
<td>0.12035 0.02157</td>
</tr>
<tr>
<td>A10</td>
<td>1 0 0</td>
<td>0.95462 0.02145</td>
</tr>
</tbody>
</table>

Table 4: The comparison between the theoretical output and the actual output.

detection technology of the workpiece has been developed. Common internal defect detection technologies of the workpiece include ultrasonic, laser holography, X-ray photography, etc. Industrial CT images are currently the most effective non-destructive testing technology [17], making it easier to identify defects. Defect recognition based on industrial CT images is a simple and efficient method.

Before defect recognition, it is necessary to locate and segment defects in the image. Defect localization can obtain the location information of defects from CT images, including the method of fractal, Gabor wavelet, statistics, etc. Yang et al. [18] proposed a localization method based on cubature Kalman smooth filter, which can effectively locate defects. In this study, the block fractal algorithm was selected for image localization, and an industrial CT image was taken as an example. It was found that the algorithm can successfully locate the defect part.

The improved k-means clustering algorithm was selected to segment the image. The experiments showed the accuracy of the algorithm more than 95%, which provided a good foundation for the following defect feature extraction and recognition.

Hu invariant moment theory was adopted in this study for defect feature extraction. The abstraction of Hu invariant moment can make it easier to extract features. Then, ten feature vectors can be obtained, plus the two shape features and the two gray features equal the total of 14 feature vectors which were used in feature recognition. For feature recognition there exist numerous methods such as artificial neural networks (ANN), support vector machine (SVM), principal component analysis (PCA) and other. In this study, the RBF neural network was selected to recognize the features, and then the weights and the threshold of the neural network were optimized by using the firefly algorithm. The accuracy rate of 97.89% was obtained in the experiments, which proved the reliability of the defect recognition algorithm in this study.

Industrial CT image is one of the effective methods for non-destructive testing of workpiece. In this study,
based on the industrial CT image, the image defects were located by the block fractal algorithm, then the improved k-means clustering fractal algorithm was used to segment the defect image, the abstracted Hu invariant moment algorithm was adopted for feature extraction, and finally the firefly algorithm and the RBF neural network were used for feature recognition.
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